
A3-FORMALITY FOR DEMUSHKIN GROUPS AT ODD PRIMES

AMBRUS PÁL AND GEREON QUICK

Abstract. We study a weak form of formality for differential graded alge-
bras, called A3-formality, for the cohomology of pro-p Demushkin groups at

odd primes p. We show that the differential graded Fp-algebras of continu-

ous cochains of Demushkin groups with q-invariant not equal 3 are A3-formal,
whereas Demushkin groups with q-invariant 3 are not A3-formal. We prove

these results by an explicit computation of the Benson–Krause–Schwede canon-

ical class in Hochschild cohomology.

1. Introduction

Let F be a field and let GF denote its absolute Galois group. For a prime number
p, let C‚pGF ,Fpq denote the differential graded algebra of inhomogeneous contin-
uous cochains of GF with coefficients in the constant discrete GF -module Fp. In
[14], Hopkins and Wickelgren showed that all triple Massey products of local and
global fields at the prime 2 vanish whenever they are defined. Since triple Massey
products are the first obstruction to formality, Hopkins–Wickelgren therefore asked
in [14, Question 1.4] whether C‚pGF ,F2q is formal, i.e., whether there is a zigzag of
quasi-isomorphisms of differential graded algebras between C‚pGF ,F2q and its coho-
mology H‚pGF ,F2q. However, Positselski showed in [42, Section 9.11] and [44, §6]
that C‚pGF ,F2q is not formal in general for local fields. Then Harpaz–Wittenberg in
[12, Example A.15] and more recently Merkurjev–Scavia in [27, Theorem 1.6] and
[29, Theorem 1.3] provided examples which show that the second obstruction to
formality is not trivial in general, i.e., not all fourfold Massey products are defined
when the neighbouring cup-products vanish.

The question whether a differential graded algebra (dga) is formal as a dga is
equivalent to whether it is formal as an A8-algebra. We may then ask the weaker
question whether a dga A is formal as an A3-algebra, i.e., whether there is a there is
a quasi-isomorphism of A3-algebras between A and its cohomology algebra H‚pAq

(see Section 2.1 for a definition of A3-algebras). The purpose of this paper is to
study A3-formality for the dga C‚pG,Fpq of pro-p Demushkin groups at odd primes.

Definition 1.1. Let p be a prime number and let G be a pro-p-group. Then G is
called a Demushkin group if

(1) dimFp
H1pG,Fpq ă 8,

(2) dimFp
H2pG,Fpq “ 1,

(3) the cup product H1pG,Fpq ˆ H1pG,Fpq Ñ H2pG,Fpq is a non-degenerate
bilinear form.
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2 AMBRUS PÁL AND GEREON QUICK

The only finite Demushkin group is Z{2 and C‚pZ{2,F2q is known to be intrinsi-
cally formal. Every Demushkin group is finitely presented as it can be topologically
presented with dimFp H

1pG,Fpq number of generators and just one relation. In fact,
by [4], [21] and [47], a pro-p Demushkin group for an odd prime number p is com-
pletely characterised by invariants d and q “ pf with f ě 1 as follows. The pro-p
group G has an even number d ě 2 of generators x1, . . . , xd subject to the single
relation

1 “ xq1rx1, x2srx3, x4s ¨ ¨ ¨ rxd´1, xds

where rx, ys “ x´1y´1xy denotes the commutator of elements x, y P G.
Our main result is the following theorem, see Theorems 6.6 and 6.12:

Theorem 1.2. Let p be an odd prime and let G be a pro-p Demushkin group with
an even number of generators. For q “ p “ 3, C‚pG,F3q is not A3-formal. For
q “ 0 or q ě 5, C‚pG,Fpq is A3-formal.

Demushkin groups are Poincaré groups of dimension two and play an important
role for example in number theory since the maximal pro-p quotients of absolute Ga-
lois groups of local fields that contain a primitive p-th root of unity are Demushkin
groups or are trivial (see for example [47, Théorème 4.2]). Demushkin groups are
fundamental building blocks of the class of elementary type pro-p groups in the
sense of Efrat. These groups are defined inductively as the class of pro-p groups
that includes finitely generated free pro-p groups and Demushkin groups and is
closed under taking free pro-p products and semi-direct products with Zp. For the
latter one requires that all groups are equipped with an orientation (see [7, Section
3] and e.g. [31, Section 4]). For positive results on Efrat’s elementary type conjec-
ture see [8], [9], [11, Chapter 12]. Demushkin groups also arise as pro-p completions
of fundamental groups of compact surfaces Σ of genus g ě 1 when Σ is orientable
and g ě 2 when Σ is not orientable (see also [22]).

Example 1.3. Let p “ 3 and let G be the pro-p group with generators x1, x2, x3, x4
subject to the single relation 1 “ x31rx1, x2srx3, x4s. Following [7] and [20, page
254], the group G is realisable as the maximal pro-3 Galois group GF p3q of the field
F “ Q3pζ3q where ζ3 is a root of unity of order 3. Thus, Theorem 1.2 shows that
C‚pGF ,Fpq is not A3-formal for F “ Q3pζ3q.

Example 1.4. The pro-3-group with generators x1, x2 and relation x31rx1, x2s “ 1
is isomorphic to the semi-direct product Z3 ¸θ Z3 where θ : Z3 Ñ 1 ` 3Z3 is the
cyclotomic character. Theorem 1.2 thereby shows that Z3 ¸θ Z3 is not A3-formal
even though Z3 is intrinsically A8-formal. This example demonstrates that A3-
formality does not distribute over semi-direct products of pro-p groups in general.
However, we do not know of such a counterexample for p ě 5.

Example 1.5. For p “ 3 and q “ 3f with f ě 1, let G “ Z3 ¸θ Z3 with cyclotomic
character θ : Z3 Ñ 1 ` qZ3. Then the cohomology algebra H‚pG,F3q is isomorphic
to the exterior algebra over F3 in two generators in degree one. Theorem 1.2 shows
that the differential graded algebras for q “ 3 and q “ 3f with f ě 2 are not
quasi-isomorphic as A3-algebras.

Relation to the Massey vanishing conjecture of Mináč–Tân. Before we
outline the proof of Theorem 1.2, we describe the relation of our work to the
Massey vanishing conjecture. Mináč and Tân conjectured in [33, Conjecture 1.1]
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that, for every field F and prime p, GF satisfies n-Massey vanishing with respect to
p, i.e., all n-fold Massey products of elements in H1pGF ,Fpq vanish whenever they
are defined. By the work of Matzri [25], Efrat–Matzri [10] and Mináč–Tân [35], all
fields satisfy triple Massey vanishing with respect to all primes. In [13], Harpaz–
Wittenberg showed that number fields satisfy n-Massey vanishing with respect to
all primes. More recently, Merkurjev–Scavia proved in [28] that all fields satisfy
fourfold Massey vanishing with respect to p “ 2. Other cases of the conjecture have
been proven in [39], [40] and [45]. The vanishing of Massey products has concrete
consequences for the structure of the Zassenhaus filtration of an absolute Galois
and thereby led to new examples of profinite groups which are not absolute Galois
groups of a field (see for example [35, 36]).

In [34, Definition 4.5], Mináč and Tân formulate the following related property.
Let G be a profinite group and p be a prime number. Then G is said to have
the cup-defining n-fold Massey product property (with respect to Fp) if for every
χ1, . . . , χn P H1pG,Fpq with 0 “ χ1 Y χ2 “ χ2 Y χ3 “ ¨ ¨ ¨ “ χn´1 Y χn the n-fold
Massey product xχ1, . . . , χny is defined. For n ě 4, this is a non-trivial condition,
and, in [34, Remark 4.4], Mináč–Tân show that not all pro-p groups have the cup-
defining n-fold Massey product property with respect to Fp. In [34, Question 4.2],
Mináč–Tân ask whether every Galois group of a maximal p-extension of a field
F containing a primitive p-th root of unity has the cup-defining n-fold Massey
product property with respect to Fp (see also [37, Section 8]). They show that, for
two pro-p groups G1 and G2, the free pro-p product G1 ˚ G2 has the cup-defining
n-fold Massey product property with respect to Fp if and only if both G1 and G2

do. Moreover, in [34, Proposition 4.1], Mináč–Tân prove that pro-p Demushkin
groups have the cup-defining n-fold Massey product property with respect to Fp.
Together with their work in [36], this implies that pro-p Demushkin groups have
the following stronger property.

We say that a profinite group G satisfies strong n-Massey vanishing with respect
to p if for every χ1, . . . , χn P H1pG,Fpq with 0 “ χ1 Y χ2 “ ¨ ¨ ¨ “ χn´1 Y χn the
n-fold Massey product xχ1, . . . , χny is defined and vanishes. For n ě 4, this is a
strictly stronger condition than n-Massey vanishing. By the work of Mináč–Tân in
[34, Proposition 4.1] and [35, Theorem 4.3], pro-p Demushkin groups satisfy strong
n-Massey vanishing with respect to p and all n ě 3. An independent proof that pro-
p Demushkin groups satisfy strong n-Massey vanishing for all n ě 3 was given by
Pál–Szabó in [40, Theorem 3.5]. Moreover, by [24, Theorem 1], the absolute Galois
groups of number fields which do not contain a primitive pth root of unity satisfy
strong n-Massey vanishing with respect to p for all n ě 3. Strong vanishing of triple
Massey products is a necessary condition for the A3-formality of C‚pG,Fpq. We
note, however, that A3-formality is a significant strengthening of the vanishing of
the Massey product obstructions since A3-formality requires that a specific element
in the triple Massey product of elements in H‚pG,Fpq vanishes and that defining
systems of triple Massey products can be chosen compatibly.

New questions. Quadrelli showed in [45] that elementary type pro-p groups sat-
isfy strong n-Massey vanishing. Theorem 1.2 implies that elementary type pro-3
groups are not A3-formal in general. For p ě 5, we do not know whether there is
an obstruction to A3-formality and may ask the following

Question 1.6. Let p ě 5 be a prime number. Are all elementary type pro-p groups
A3-formal?



4 AMBRUS PÁL AND GEREON QUICK

We note that free pro-p groups are A8-formal (see Proposition 5.3). We can also
show that the free pro-p product of pro-p groups which are Koszul and A3-formal
is again A3-formal. Moreover, by [31, Theorem A], the Fp-cohomology algebra of
elementary type pro-p groups is Koszul. Hence, the only case missing for an answer
to Question 1.6 is the one of semi-direct products. Based on the results of [24], we
also ask the following

Question 1.7. Let F be a number field which does not contain a primitive pth root
of unity. Is C‚pGF ,Fpq then A3-formal?

Outline of the proof. We now give a brief outline of the proof of Theorem 1.2.
While n-Massey vanishing for Demushkin groups is a direct consequence of the
non-degeneracy of the cup product, showing A3-formality is much more involved.
Let p be an odd prime. For every pro-p Demushkin group G we compute the
canonical class γG of the differential graded algebra C‚pG,Fpq in the Hochschild

cohomology group HH3,´1
pH‚pG,Fpqq. The canonical class of a dga was introduced

by Benson–Krause–Schwede in [2] in the context of the realizability of modules over
Tate cohomology. It follows from the general theory of A3-algebras that the class
γG vanishes if and only if C‚pG,Fpq is A3-formal. In fact, the canonical class γG is
the Hochschild cohomology class of the homotopy associator on H‚pG,Fpq which
is needed to construct a lift H‚pG,Fpq Ñ C‚pG,Fpq of the identity on H‚pG,Fpq

as A3-algebras. In Theorem 6.1, we first compute the canonical class for q ‰ 3
and d “ 2 since the proof in the case of just two generators is significantly simpler
while still demonstrating the principal ideas. We then show that γG is non-trivial
for q “ 3 and all even d ě 2 in Theorem 6.12. The failure of the vanishing of
γG in this case relies on the fact that a certain group homomorphism cannot be
lifted since

`

3
3

˘

“ 1, whereas
`

q
3

˘

“ 0 in Fp when q “ pf and f ě 2 for p “ 3.
We give an alternative proof of Theorem 6.12 in Remark 6.14 and explain how the
defining system of the canonical class can be modified to show the vanishing of the
corresponding triple Massey product. We then provide the proof of Theorem 6.6
which is about the case q ‰ 3 and d ě 4 which is much more involved and relies
on explicit computations both in group cohomology using results of Dwyer and in
Hochschild cohomology.

Remark 1.8. The proof of Theorem 1.2 relies on the fact that the quadratic algebra
H‚pG,Fpq for a pro-p Demushkin group is Koszul. The latter is known by the
work of Mináč–Pasini–Quadrelli–Tân in [31, Theorem 5.2]. In fact, they prove the
stronger result that H‚pG,Fpq is a PBW-algebra which implies that H‚pG,Fpq is
Koszul. We provide an alternative proof that H‚pG,Fpq is Koszul in Section 5.3
for completeness and convenience of the reader. We recall that Positselski and
Voevodsky conjectured that all Galois cohomology algebras are Koszul [43, §0.1,
page 128]. Further results on the Koszulity of Galois cohomology algebras we refer
to [30], [31], [32], [39], and [43].

Remark 1.9. We note that the case q “ 3 provides examples of differential graded
algebras arising from group cohomology which are Koszul and for which all n-fold
Massey products which are defined vanish but which are not A3-formal.

Remark 1.10. In the proof of Theorem 1.2 we make frequent use of the assumption
that p is odd. We do not know whether pro-2 Demushkin groups are A3-formal or
not. For q ě 5, we do not know for which integer n ą 3 pro-p Demushkin groups are
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not An-formal with respect to p. That such an n exists follows from Positselski’s
work in [44, §6].

Contents. We intended to write the paper as self-contained as possible since we
found it challenging to find proofs for all the results we use in the literature. We
hope that the reader will appreciate the additional effort. In Section 2.1 we define
A3-algebras and morphisms between them. In Section 2.2 we show that every
differential graded algebra has a minimal A3-model which is unique up to quasi-
isomorphisms of A3-algebras and introduce the notion of A3-formal algebras. In
Section 2.3 we discuss the relationship between A3-algebra structures and Massey
products. We also provide a simple example of a differential graded algebra which
is not A3-formal but for which all triple Massey products which are defined vanish.
In Section 3 we recall graded Hochschild cohomology groups of graded algebras and
introduce the canonical class of Benson–Krause–Schwede in Hochschild cohomology.
We then show that a differential graded algebra A over a field is A3-formal if and
only if the canonical class of A is trivial. In Section 4 we recall Koszul algebras
and show in Section 4.3 that the Koszul complex allows for a simpler construction
of the canonical class of a differential graded algebra whose cohomology algebra
is Koszul. In Section 5 we recall Dwyer’s theorem on Massey products in group
cohomology and its consequences for profinite groups whose cohomology algebra is
Koszul. In Section 5.3, we provide a proof of the fact that the cohomology algebra
of a Demushkin group is Koszul. In Section 6 we formulate our main results on
Demushkin groups and construct a concrete map which represents the canonical
class in Section 6.2. We then prove Theorem 6.12 on the case q “ 3 in Section
6.3. This yields the first part of Theorem 1.2. In Section 7 we provide the proof of
Theorem 6.6 for the case q ‰ 3 and thereby finish the proof of Theorem 1.2.

Acknowledgements. We are very grateful to Jan Mináč for helpful comments.
GQ would also like to thank Mads Hustad Sandøy for valuable conversations on
A8-algebras.

2. A3-algebras, A3-formality and Massey products

In this section we recall the theory of A3-algebras needed for this paper.

2.1. A3-algebras. Let F be a field. For graded F-vector spaces A and B, we denote
by HompA,Bq the set of graded F-linear maps A Ñ B. For j P Z and a graded
F-vector space A, we write Arjs for the graded vector space given in degree i by
Arjsi “ Ai`j . Tensor products b will be over F, unless otherwise stated. We will
follow the notation and sign convention of [19], i.e., for graded maps f and g and
elements x, y we have

pf b gqpxb yq “ p´1q|g||x|fpxq b gpyq

where |g| and |x| denote the degrees of g and x, respectively.

Definition 2.1. Let A “ ‘iě0Ai be a non-negatively graded F-vector space with
A0 “ F. Then A is called an A3-algebra over F if, for i “ 1, 2, 3, there are graded
F-linear maps

mi : Abi Ñ Ar2 ´ is
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satisfying the following relations: We have m1m1 “ 0, i.e., pA,m1q is a cochain
complex. We have

m1m2 “ m2pm1 b 1 ` 1 bm1q(1)

as maps Ab2 Ñ A, where 1 is the identity map of A. Hence m1 is a graded
derivation with respect to the multiplication m2. We note that the sign rule implies
that we have

m2pm1 b 1 ` 1 bm1qpxb yq “ m1pxq b y ` p´1q|x|xbm1pyq

since m1 has degree 1. For the map m3 we require that

(2)
m2p1 bm2 ´m2 b 1q

“ m1m3 `m3pm1 b 1 b 1 ` 1 bm1 b 1 ` 1 b 1 bm1q

in HompAb3,Aq. Hence, m2 is associative up to homotopy. However, there is no
further coherence condition on the homotopy of the associator.

Example 2.2. Every graded F-algebra is an A3-algebra with trivial m1 and m3.
Every differential graded algebra over F is an A3-algebra with mi “ 0 for all i ě 3.

Definition 2.3. Let A and B be A3-algebras over F. A morphism of A3-algebras
f : A Ñ B is a triple pf1, f2, f3q of graded F-linear maps fi : Abi Ñ Br1´is satisfying
the following relations: We have f1m

A
1 “ mB

1 f1, i.e., f1 is a morphism of cochain
complexes; we have

f1m
A
2 ´mB

2 pf1 b f1q “ mB
1 f2 ` f2pmA

1 b 1A ` 1A bmA
1 q,(3)

i.e., f1 commutes with multiplication up to homotopy given by f2; and we have

(4)

mB
1 f3 `mB

2 pf1 b f2 ´ f2 b f1q `mB
3 pf1 b f1 b f1q

“ f1m
A
3 ` f2pmA

2 b 1A ´ 1A bmA
2 q

` f3pmA
1 b 1b2

A ` 1A bmA
1 b 1A ` 1b2

A bmA
1 q.

A morphism of A3-algebras f is called strict if f2 and f3 are trivial. The identity
morphism is the strict morphism with f1 “ id. A morphism of A3-algebras f
is called a quasi-isomorphism if f1 is a quasi-isomorphism of underlying cochain
complexes. The composition of two A3-morphisms f : B Ñ C and g : A Ñ B is
given by

pf ˝ gq1 “ f1 ˝ g1

pf ˝ gq2 “ f2 ˝ pg1 b g1q ` f1 ˝ g2

pf ˝ gq3 “ f3 ˝ pg1 b g1 b g1q ´ f2 ˝ pg2 b g1 ´ g1 b g2q ` f1 ˝ g3.

Lemma 2.4. Let f : A Ñ B be a morphism of A3-algebras. Then f is an isomor-
phism if and only if f1 is an isomorphism.

Proof. Assume that f1 is an isomorphism. We need to show that there is an A3-
inverse g : B Ñ A of f . We set g1 “ f´1

1 to be the inverse of f1. We then define
g2 “ ´f´1

1 ˝ pf2pg1 b g1qq and

g3 “ f´1
1 ˝ p´f3pg1 b g1 b g1q ` f2 ˝ pg2 b g1 ´ g1 b g2qq.

One can then check that the required relations for the compositions are satisfied. □
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2.2. A3-formality. We adopt the following terminology from the theory of A8-
algebras:

Definition 2.5. An A3-algebra H is called minimal if mH
1 “ 0. A minimal model

for an A3-algebra A is a minimal A3-algebra H together with a quasi-isomorphism
of A3-algebras H Ñ A.

Lemma 2.6. Let f : A Ñ B be a morphism between minimal A3-algebras. Then f
is an isomorphism if and only if it is a quasi-isomorphism.

Proof. This follows from Lemma 2.4 and the fact that f1 is an isomorphism if and
only if it is a quasi-isomorphism when both A and B are minimal A3-algebras. □

Recall that a differential graded algebra A is called connected if Ai “ 0 for i ă 0
and A0 “ F. The next theorem is a variation of a theorem due to Kadeishvili in
[16] (see also [18]).

Theorem 2.7 (Kadeishvili). Let A be a connected differential graded algebra with
cohomology algebra H‚pAq. Then H‚pAq can be equipped with the structure of an
A3-algebra under which it is a minimal model for A and such that the multiplication
mH

2 on H‚pAq is induced by mA
2 . This structure is unique up to isomorphism of

A3-algebras.

This is a well-known result for A8-algebras (see for example [50, Proof of Theo-
rem 7.2.2]). We provide a sketch of the proof since it provides us with constructions
that will be used later. Moreover, we could not find a proof of the uniqueness state-
ment for A3-algebras in the literature.

Proof of Theorem 2.7. We need to define a graded F-linear map mH
3 : H‚pAqb3 Ñ

H‚pAq such that mH
1 “ 0,mH

2 ,m
H
3 satisfy the required relations together with an

A3-algebra morphism f : H‚pAq Ñ A. We choose f1 : H
‚pAq Ñ kermA

1 to be an F-
linear graded map which induces the identity on H‚pAq. Since f1 is multiplicative
on cohomology, we can find a graded F-linear map f2 : H

‚pAq b H‚pAq Ñ A of
degree ´1 satisfying

mA
1 f2 “ f1m

H
2 ´mA

2 pf1 b f1q.(5)

See Remark 2.9 for a formula for f2. Now we define a graded F-linear map
Φ3 : H

‚pAqb3 Ñ Ar´1s by

Φ3 “ mA
2 pf1 b f2 ´ f2 b f1q ´ f2pmH

2 b 1 ´ 1 bmH
2 q.(6)

We check that Φ3 has image in the cocycles of A and hence induces a graded map
rΦ3s : H‚pAqb3 Ñ H‚pAqr´1s. We set mH

3 :“ rΦ3s. By construction, the difference
f1m

H
3 ´Φ3 has image in the coboundaries of A. Thus, we can find a graded F-linear

map f3 : H
‚pAqb3 Ñ H‚pAqr´1s such that

f1m
H
3 ´ Φ3 “ mA

1 f3.

See Remark 2.9 for a formula for f3. By definition of Φ3 and mH
3 , relation (4)

is satisfied where we use that mH
1 and mA

3 are trivial. The uniqueness assertion
follows from Lemma 2.6 and Theorem 2.8 below as follows: If m1

3 and f 1 : H‚pAq Ñ

A is another choice which turns H‚pAq into a minimal model for A, then the
composition of A3-morphisms p ˝ f 1 is an isomorphism of A3-algebras since p ˝ f 1

1

is the identity. □
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It remains to show that we can construct an A3-algebra structure on H‚pAq such
that we can lift the projection A Ñ H‚pAq from a map of graded vector spaces to
a morphism of A3-algebras.

Theorem 2.8. Let A be a connected differential graded algebra and let p : A Ñ

H‚pAq be a graded F-linear projection onto the cohomology algebra of A. Then
there exists an A3-algebra structure on H‚pAq with m1 “ 0 and m2 “ mH

2 such
that p extends to a morphism of A3-algebras A Ñ H‚pAq.

Proof. We choose a graded F-linear map ι : H‚pAq Ñ kermA
1 which induces the

identity on H‚pAq. To simplify the notation, we write H :“ H‚pAq. Now we
choose a homotopy h from the identity 1A to ι ˝ p, i.e., a graded F-linear map
h : A Ñ Ar´1s satisfying

1A ´ ι ˝ p “ mA
1 ˝ h` h ˝mA

1 ,(7)

in the following way: We write Hj Ă Aj for the image of the jth component of
the injective map ι, and identify H‚pAq with ‘jH

j Ă A via ι. We then identify
p “ prH : A Ñ A with the projection to H. Let Zj and Bj denote the cocycles and
coboundaries in Aj , respectively. We have Zj “ Bj ‘ Hj . We choose a subspace
Lj Ă Aj such that Aj “ Bj ‘ Hj ‘ Lj . We let h : A Ñ Ar´1s be the graded
F-linear map such that, for every j, hj : Aj Ñ Aj´1 is the map which is trivial

when restricted on Lj ‘ Hj and equals
´

δj´1
|Lj´1

¯´1

when restricted to Bj , where

δj´1
|Lj´1 denotes the restriction of δA “ mA

1 to the subspace Lj´1 Ă Aj´1. It follows

that the image of hj is Lj´1 and that hj`1 ˝ δjA “ prLj and δj´1
A ˝ hj “ prBj . We

define the graded F-linear map h2 : Ab2 Ñ Ab2r´1s by

h2 :“ 1 b h` hb pιpq

which is a homotopy between 1b1 and pιpq b pιpq as maps Ab2 Ñ Ab2. We define
the graded F-linear map µ3 : Ab3 Ñ Ab2 by

µ3 :“ mA
2 b 1 ´ 1 bmA

2 : Ab3 Ñ Ab2.

We note thatmA
2 µ3 “ 0 sincemA

2 is associative. We then define the graded F-linear
map m3 : Ab3 Ñ Hr´1s by

m3 :“ p ˝mA
2 ˝ h2 ˝ µ3pιb3q “ pmA

2

`

hmA
2 b pιpq ´ 1 b hmA

2

˘ `

ιb3
˘

(8)

where we use for the right-hand equality that h vanishes on the image of ι. Since
mH

2 is associative and mH
1 “ 0, relation (2) is satisfied and m3 turns H into an

A3-algebra.
It remains to show that the projection map p can be extended to a morphism of

A3-algebras. For n “ 2, we define the graded F-linear map p2 : Ab2 Ñ Hr´1s by

p2 :“ p ˝mA
2 ˝ h2 “ pmA

2 p1 b h` hb pιpqq.

We then get, using the definition of mH
2 as p ˝mA

2 pιb ιq,

p2pmA
1 b 1 ` 1 bmA

1 q

“
`

pmA
2 p1 b h` hb pιpqq

˘

pmA
1 b 1 ` 1 bmA

1 q

“ pmA
2 pmA

1 b h` 1 b hmA
1 ` hmA

1 b pιpq ` hb pιpmA
1 qq.
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Now we use (7) to write hmA
1 “ 1 ´ pιpq ´mA

1 h and pmA
1 “ 0 to continue

p2pmA
1 b 1 ` 1 bmA

1 q

“ pmA
2 pmA

1 b h` 1 b p1 ´ pιpq ´mA
1 hq ` p1 ´ pιpq ´mA

1 hq b pιpqq

“ pmA
2 p1 b 1q ´ pmA

2 ppιpq b pιpqq

“ pmA
2 ´mH

2 ppb pq

where we used that p vanishes on coboundaries. Setting d2 :“ mA
1 b 1 ` 1 b mA

1 ,
this reads

pd2 “ pmA
2 ´mH

2 ppb pq.(9)

For n “ 3, we first define

h3 :“ 1b2 b h` 1 b hb pιpq ` hb pιpqb2

and check that

1b3 ´ pιpqb3 “ h3d3 ` d3h3(10)

where we write d3 :“ 1b2bmA
1 `1bmA

1 b1`mA
1 b1b2. Furthermore, we compute

µ3d3 “ p1 bmA
2 ´mA

2 b 1qp1b2 bmA
1 ` 1 bmA

1 b 1 `mA
1 b 1b2q

“ 1 bmA
2 p1 bmA

1 q ` 1 bmA
2 pmA

1 b 1q `mA
1 bmA

2 p1 b 1q

´
`

mA
2 p1 b 1q bmA

1 `mA
2 p1 bmA

1 q b 1 `mA
2 pmA

1 b 1q b 1
˘

“ 1 bmA
1 m

A
2 p1 b 1q `mA

1 bmA
2 p1 b 1q

´
`

mA
2 p1 b 1q bmA

1 `mA
1 m

A
2 p1 b 1q b 1

˘

.

Thus, we get the relation

µ3d3 “ d2µ3.(11)

Moreover, we compute

ppb pqpµ3 ˝ h3q “ pmA
2 p1 b 1q b ph` pmA

2 p1 b hq b ppιpq ` pmA
2 phb pιpqq b ppιpq

´
`

pb pmA
2 p1 b hq ` pb pmA

2 phb pιpqq ` phb pmA
2 ppιpq b pιpqq

˘

“ pmA
2 p1 b hq b p` pmA

2 phb pιpqq b p

´
`

pb pmA
2 p1 b hq ` pb pmA

2 phb pιpqq
˘

where we use that ph “ 0 and ppιpq “ p. Using the definition of p2 this shows

ppb pqpµ3 ˝ h3q “ ´ppb p2 ´ p2 b pq.(12)

Now we define the graded F-linear map p3 : Ab3 Ñ Hr´2s by

p3 :“ ´p2 ˝ µ3 ˝ h3.
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We check

p3d3 ` p2µ3 “ ´p2µ3h3d3 ` p2µ3

“ ´ p2µ3

`

1b3 ´ pιpqb3 ´ d3h3
˘

` p2µ3 using (10)

“ p2µ3pιpqb3 ´ p2µ3 ` p2µ3d3h3 ` p2µ3 “ p2µ3pιpqb3 ` p2µ3d3h3

“ m3ppb3q ` p2d2µ3h3 using the definition of m3 and (11)

“ m3ppb3q ` pmA
2 µ3h3 ´mH

2 ppb pqµ3h3 using (9)

“ m3ppb3q ´mH
2 ppb pqµ3h3 using associativity: mA

2 µ3 “ 0

“ m3ppb3q `mH
2 ppb p2 ´ p2 b pq using (12).

Using the definition of d3 and µ3, this shows that

p3pmA
1 b 1b2 ` 1 bmA

1 b 1 ` 1b2 bmA
1 q ` p2pmA

2 b 1 ´ 1 bmA
2 q

“ m3ppb pb pq `mH
2 ppb p2 ´ p2 b pq.

Thus, (4) holds and pp, p2, p3q defines a morphism of A3-algebras A Ñ H‚pAq. □

Remark 2.9. We note that the map m3 defined in the proof of Theorem 2.8 corre-
sponds to the map of Merkulov’s explicit construction of the minimal A8-model in
[26]. With the above notation the graded F-linear map m3 : pH‚pAqqb3 Ñ Ar´1s

in [26] is defined by

m3 “ p ˝mA
2

`

ph ˝mA
2 q b 1 ´ 1 b pph ˝mA

2 q
˘

pιb3q

which is the map m3 of the proof of Theorem 2.8. We can then define graded F-
linear maps f2 “ ´h˝mA

2 pιb2q and f3 “ ´h˝mA
2 pph˝mA

2 qb1´1bph˝mA
2 qqpιb3q.

This defines a morphism of A3-algebras f : H
‚pAq Ñ A which turns H‚pAq into a

minimal model for A.

Recall that a differential graded algebra is called (A8-) formal if its minimal
A8-model can be chosen such that mi “ 0 for all i ě 3. We will use the following
weaker notion:

Definition 2.10. Let A be a connected differential graded algebra over F with
cohomology algebra H‚pAq. Then A is called A3-formal if its minimal A3-model
can be chosen such that mH

3 “ 0.

Remark 2.11. It follows from Theorem 2.7 that A is A3-formal if and only if there is
a morphism of A3-algebras f : H

‚pAq Ñ A which lifts the identity of H‚pAq where
we consider H‚pAq as an A3-algebra with mH

1 “ 0 and mH
3 “ 0.

Remark 2.12. Let A be a connected differential graded algebra over F. The proof
of Theorem 2.7 and relation (4) tell us that in order to construct a morphism of
A3-algebras f : H

‚pAq Ñ A which lifts the identity of H‚pAq we need to show that
we can choose f1 and f2 such that the map

Φ3 “ mA
2 pf1 b f2 ´ f2 b f1q ´ f2pmH

2 b 1 ´ 1 bmH
2 q

has image in the coboundaries of A. Since F is a field, we can then find a graded
F-linear map f3 such that relation (4) is satisfied.
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2.3. A3-formality and Massey products. In this section we show that A3-
formality implies the vanishing of triple Massey products in all degrees and that
fourfold Massey products are defined whenever all neighbouring cup-products van-
ish. First we recall the definition of triple and fourfold Massey products.

Definition 2.13. Let F be a field and let A be a differential graded F-algebra
with differential δ and cohomology algebra H‚pAq. For an element a P A of degree
d “ |a|, we write ā :“ p´1q1`da. Let a1, a2, a3 be cohomology classes of degree
di :“ |ai| such that a1 ¨ a2 “ 0 and a2 ¨ a3 “ 0. For each i, we choose a cocycle
ai,i`1 which represents ai and cochains a13 and a24 such that δa13 “ ā12 ¨ a23 and
δa24 “ ā23 ¨ a34. The set M :“ ta12, a23, a34, a13, a24u is called a defining system
for the triple Massey product of a1, a2, a3. The cochain ā12 ¨ a24 ` ā13 ¨ a34 P Ad´1

is a cocycle where d “ d1 ` d2 ` d3. We write xa1, a2, a3yM P Hd´1pAq for the
corresponding cohomology class. The triple Massey product xa1, a2, a3y is the set
of all cohomology classes xa1, a2, a3yM for all such defining systems M .

If we are given four cohomology classes a1, a2, a3, a4 such that a1 ¨a2 “ 0, a2 ¨a3 “

0 and a3 ¨ a4 “ 0, we choose again, for each i, a cochain ai,i`1 which represents ai
and cochains ai,i`2 such that δai,i`2 “ āi,i`1 ¨ ai`1,i`2. If we can choose cochains
a14, a25 such that

δpa14q “ ā12 ¨ a24 ` ā13 ¨ a34 and δpa25q “ ā23 ¨ a35 ` ā24 ¨ a45

then the set M :“ tai,ju is called a defining system for the Massey product of
a1, a2, a3, a4. The cochain

ā12 ¨ a25 ` ā13 ¨ a35 ` ā14 ¨ a45 P Ad´2 with d “ d1 ` d2 ` d3 ` d4

is a cocycle. We write xa1, a2, a3, a4yM P H2pd´1qpAq for the corresponding coho-
mology class. The fourfold Massey product xa1, a2, a3, a4y is the set of all cohomol-
ogy classes xa1, a2, a3, a4yM for all defining systems M .

We say a Massey product is defined if the Massey product set is not empty,
i.e., at least one defining system exists, and we say a Massey product vanishes if
the Massey product set contains 0, i.e., there is a defining system such that the
corresponding cohomology class is trivial.

We now show the well-known fact (see for example [3, Section 3]) that the A3-
structure of the minimal model of a differential graded algebra is closely related to
triple Massey products.

Proposition 2.14. Let F be a field. Let A be a differential graded algebra over
F with cohomology H‚pAq. Let pmH

1 “ 0,mH
2 ,m

H
3 q be an A3-algebra structure on

H‚pAq which turns H‚pAq into a minimal model for A. Let a1, a2, a3 P H‚pAq be
cohomology classes such that a1¨a2 “ 0 and a2¨a3 “ 0. Then p´1q1`|a2|mH

3 pa1, a2, a3q

is an element in the Massey product set xa1, a2, a3y.

Proof. Let f : H‚pAq Ñ A be an A3-algebra morphism such that f1 lifts the identity
of H‚pAq. For Φ3 as in (6), the assumption a1 ¨ a2 “ 0 and a2 ¨ a3 “ 0 implies

Φ3pa1, a2, a3q “ p´1q|a1|f1pa1q ¨ f2pa2, a3q ´ f2pa1, a2q ¨ f1pa3q

where we use the sign rule and that fn is a map of degree 1 ´ n. Since the map
f1 picks cocycle representatives, we may write a12 :“ f1pa1q, a23 :“ f1pa2q, and
a34 :“ f1pa3q. By (3), we have mA

1 f2 “ ´mA
2 pf1 b f1q and hence

mA
1 f2pa1, a2q “ ´a12 ¨ a23 and mA

1 f2pa2, a3q “ ´a23 ¨ a34.
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Hence we may write a13 :“ p´1q|a1|f2pa1, a2q and a24 :“ p´1q|a2|f2pa2, a3q. Then
we get

p´1q1`|a2|Φ3pa1, a2, a3q “ p´1q1`|a2|
´

p´1q|a1|a12 ¨ p´1q|a2|a24 ` p´1q1`|a1|a13 ¨ a34

¯

“ ā12 ¨ a24 ` ā13 ¨ a34.

Since mH
3 pa1, a2, a3q is the cohomology class represented by Φ3pa1, a2, a3q, this

shows p´1q1`|a2|mH
3 pa1, a2, a3q P xa1, a2, a3y. □

Corollary 2.15. Let F be a field. Let A be a differential graded algebra over F. If
A is A3-formal, then all non-empty triple Massey product sets contain zero.

Proof. Let a1, a2, a3 P H‚pAq be classes for which the Massey product is defined.
By Proposition 2.14, p´1q|a2|mH

3 pa1, a2, a3q is an element in xa1, a2, a3y. If A is
A3-formal, we have mH

3 “ 0 which proves the assertion. □

We note that by [15, Theorem 3.4] it is not true that for the fourfold Massey
product xa1, a2, a3, a4y to be defined it is not sufficient that the triple Massey prod-
ucts xa1, a2, a3y and xa2, a3, a4y vanish. There is no obstruction, however, for an
A3-formal differential graded algebra as the following result shows.

Proposition 2.16. Let F be a field. Let A be a differential graded algebra over F.
Let a1, a2, a3, a4 P H‚pAq be classes such that the neighbouring cup-products vanish,
i.e., a1 ¨ a2 “ 0, a2 ¨ a3 “ 0, and a3 ¨ a4 “ 0. If A is A3-formal, then the fourfold
Massey product xa1, a2, a3, a4y is defined.

Proof. As in the proof of Proposition 2.14, the existence of the map f2 allows us
to choose elements a13 :“ p´1q|a1|f2pa1, a2q, a24 :“ p´1q|a2|f2pa2, a3q and a35 :“
p´1q|a3|f2pa3, a4q in A such that p´1q|a2|mH

3 pa1, a2, a3q “ ā12 ¨ a24 ` ā13 ¨ a34 and
p´1q|a3|mH

3 pa2, a3, a4q “ ā23 ¨a35 ` ā24 ¨a45. Since A is A3-formal, we have mH
3 “ 0.

This implies that we can find cochains a14 and a25 such that δpa14q “ ā12 ¨a24` ā13 ¨

a34 and δpa25q “ ā23 ¨ a35 ` ā24 ¨ a45. In fact, we can choose a14 “ ˘f3pa1, a2, a3q

and a25 “ ˘f3pa2, , a3, a4q. Hence set of elements above the diagonal in the matrix
¨

˚

˚

˚

˚

˝

1 a12 a13 a14
1 a23 a24 a25

1 a34 a35
1 a45

1

˛

‹

‹

‹

‹

‚

is a defining system for the fourfold Massey product xa1, a2, a3, a4y. □

It follows from Proposition 2.16 that the question whether fourfold Massey prod-
ucts are defined provides an obstruction for A3-formality. In Example 2.17 we use
this obstruction to construct a simple differential graded algebra for which all triple
Massey products of degree one classes vanish, but which is not A3-formal. See The-
orem 6.12, Remark 6.15 and the introduction for more interesting examples.

Example 2.17. Similar to [15, Section 4], we can construct a differential graded
algebra for which all triple Massey products vanish, but which is not A3-formal, as
follows. Let S be the set ta12, a23, a34, a45, a13, a24, a

1
24, a35, a14, a

1
25u, and let V be

the free F-vector space on the set S. Let A be the differential graded algebra over
F whose underlying algebra is the graded tensor algebra T pV q with V in degree
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one and differential the unique derivation defined on generators as listed in the
following table:

x a12 a23 a34 a45 a13 a24 a1
24 a35 a14 a1

25

δpxq 0 0 0 0 ā12a23 ā23a34 ā23a34 ā34a45 ā12a24 ` ā13a34 ā23a35 ` ā1
24a45

where we omit the tensor sign from the notation. For 1 ď i ď 4, we let ai P H1pAq

denote the cohomology class of ai,i`1. There are exactly two non-empty triple
Massey product sets xa1, a2, a3y and xa2, a3, a4y of elements in degree one. More-
over, both Massey product sets contain zero since ā12a24 ` ā13a34, which repre-
sents an element in xa1, a2, a3y, and ā23a35 ` ā1

24a45, which represents an element in
xa2, a3, a4y, are coboundaries. However, the fourfold Massey product xa1, a2, a3, a4y

is not defined, since we cannot choose a defining system such that both triple Massey
products vanish simultaneously. By Proposition 2.16, this implies that A is not A3-
formal.

3. A3-formality and Hochschild cohomology

In this section, we recall graded Hochschild cohomology groups of graded al-
gebras and will then introduce the canonical class of Benson–Krause–Schwede in
Hochschild cohomology. We then show that a differential graded algebra A over a
field is A3-formal if and only if the canonical class of A is trivial.

3.1. Graded Hochschild cohomology. Let A “ ‘iě0A
i be a non-negatively

graded F-algebra with A0 “ F. Let M be a graded A-bimodule. For s P Z, we
write M rss for the graded A-bimodule given in degree n by M rssn “ Mn`s. We
recall from [2, Section 4] that the graded Hochschild cochain complex C‚,˚pA,Mq

of A with coefficients in M is defined by

Cn,spA,Mq “ HomFpAbn,M rssq.(13)

A Hochschild cochain in degree pn, sq with coefficients in M is thus given by a
multilinear function from n-tuples of elements of A to M which raise the degree by
s. The differential Bn : HomFpAbn,M rssq Ñ HomFpAbpn`1q,M rssq, is defined by

Bnpfqpa1, . . . , an`1q “ p´1qs|a1|a1fpa2, . . . , an`1q

`

n
ÿ

i“1

p´1qifpa1, . . . , aiai`1, . . . , an`1q

` p´1qn`1fpa1, . . . , anqan`1.

We note that the differential only changes the first grading denoted by ‚.

Definition 3.1. The Hochschild cohomology group HHn,s
pA,Mq is the nth coho-

mology group of C‚,spA,Mq, i.e.,

HHn,s
pA,Mq “ HnpC‚,spA,Mqq.

We write HHn,s
pAq for HHn,s

pA,Aq.

Now let A be a differential graded algebra over F with cohomology H‚pAq. We
choose an F-linear graded map f1 : H

‚pAq Ñ kermA
1 which induces the identity on

H‚pAq. We then choose an F-linear graded map f2 : H
‚pAqbH‚pAq Ñ A of degree

´1 satisfying

mA
1 f2 “ f1m

H
2 ´mA

2 pf1 b f1q.
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We define the graded F-linear map Φ3 : H
‚pAqb3 Ñ Ar´1s by

Φ3 “ mA
2 pf1 b f2 ´ f2 b f1q ´ f2pmH

2 b 1 ´ 1 bmH
2 q.(14)

For all x, y, z P H‚pAq, Φ3px, y, zq is a cocycle in A. We let m3 denote the graded
F-linear map H‚pAqb3 Ñ H‚pAqr´1s induced by Φ3. We consider m3 as a cochain
in the Hochschild complex C3pH‚pAq, H‚pAqr´1sq.

Lemma 3.2. The cochain m3 in C3pH‚pAq, H‚pAqr´1sq is a cocycle with respect to
the Hochschild differential B3 : C3pH‚pAq, H‚pAqr´1sq Ñ C4pH‚pAq, H‚pAqr´1sq.
In particular, m3 defines a class in HH3,´1

pH‚pAq, H‚pAqq.

Proof. We compute B3Φ3 “ mA
1 pmA

2 pf2 b f2qq. Thus, the cohomology class B3Φ3 is
zero, and m3 is a cocycle in the Hochschild complex C3pH‚pAq, H‚pAqr´1sq. □

The next result may be found in [2, Proposition 5.4] (see also Proposition 4.9
below):

Proposition 3.3. Let φ : A Ñ B be a morphism of connected differential graded
F-algebras. Consider H‚pBq as an H‚pAq-bimodule via the induced morphism
φ‚ : H

‚pAq Ñ H‚pBq. Let pfA1 , f
A
2 q and pfB1 , f

B
2 q be choices of graded F-linear

maps as above for A and B, respectively. Let mA
3 and mB

3 denote the induced
maps for H‚pAq and H‚pBq, respectively, defined using formula (14). Then the
Hochschild cocycles φ‚ ˝ mA

3 and mB
3 ˝ pφ‚qb3 are cohomologous in the complex

C‚pH‚pAq, H‚pBqr´1sq. □

Applying Proposition 3.3 with A “ B and φ being the identity yields the follow-
ing result (see also [2, Corollary 5.7]):

Corollary 3.4. The class rm3s P HH3,´1
pH‚pAq, H‚pAqq only depends on the

differential graded algebra A and not the choice of the pair pf1, f2q. □

Remark 3.5. We could also deduce the independence of the class rm3s from Theorem
2.7 as follows. Let rm3 : H

‚pAqb3 Ñ H‚pAqr´1s be another map which defines an
A3-algebra structure which turns H‚pAq into a minimal model of A. By Theorem
2.7, there is an isomorphism of A3-algebras g‚ : H

‚pAq Ñ H‚pAq such that g1 “

idH‚pAq and (4) holds, i.e.,

rm3pg1 b g1 b g1q ´ g1m3 “ g2pmH
2 b 1 ´ 1 bmH

2 q ´mH
2 pg1 b g2 ´ g2 b g1q.

This shows that the difference of m3 and rm3 in the group C3pH‚pAq, H‚pAqr´1sq

is the coboundary B2pg2q.

Following Benson–Krause–Schwede in [2, page 3623] we use the following termi-
nology:

Definition 3.6. We denote the class rm3s P HH3,´1
pH‚pAqq by γA and call it the

canonical class of A.

Remark 3.7. We note that our construction of the canonical class differs by a sign
from [2, Construction 5.1].

Remark 3.8. As pointed out in [2, Corollary 5.7], Proposition 3.3 implies that the
canonical class satisfies the following functoriality: With the notation and assump-
tion of Proposition 3.3, the images of canonical classes are related by the formula

φ‚pγAq “ φ‚pγBq in HH3,´1
pH‚pAq, H‚pBqq
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under the induced maps

HH3,´1
pH‚pAq, H‚pAqq

φ‚
ÝÑ HH3,´1

pH‚pAq, H‚pBqq
φ‚

ÐÝ HH3,´1
pH‚pBq, H‚pBqq.

3.2. Kadeishvili’s criterion for A3-formality. The following result is a modified
version of Kadeishvili’s theorem [17] (see also [46, Theorem 4.7]).

Theorem 3.9 (Kadeishvili). Let A be a connected differential graded algebra over
F with cohomology algebra H‚pAq. Then A is A3-formal if and only if the canonical
class γA P HH3,´1

pH‚pAqq vanishes.

Proof. If A is A3-formal, then mH
3 is trivial and the class of mH

3 vanishes in
HH3,´1

pH‚pAqq. Now we assume that rm3s “ 0 in HH3,´1
pH‚pAqq. We may

assume that Φ3 and hence m3 is constructed using maps f1, f2 as in (6). Then
there exists a map η : H‚pAqb2 Ñ pkermA

1 qr´1s such that B2rηs “ m3 as maps
H‚pAqb3 Ñ H‚pAqr´1s. We will now show that we can use η to modify our initial

choice of f2 and thereby Φ3 such that the new map rΦ3 has values in the image of
mA

1 . We set f̃2 “ f2 ´ η. We note that f̃2 satisfies

mA
1 f̃2 “ mA

1 pf2 ´ ηq “ f1m
H
2 ´mA

2 pf1 b f1q

since mA
1 η “ 0 by the assumption on the image of η. Thus, f̃2 is also a cochain

homotopy between f1m
H
2 andmA

2 pf1bf1q. We then define the map rΦ3 by replacing

f2 with f̃2, i.e., we define

rΦ3 :“ mA
2 pf1 b f̃2 ´ f̃2 b f1q ´ f̃2pmH

2 b 1 ´ 1 bmH
2 q.

We then have

Φ3 ´ rΦ3 “ mA
2 pf1 b η ´ η b f1q ´ ηpmH

2 b 1 ´ 1 bmH
2 q.

By definition of B2 and the assumption on η, this implies rΦ3 “ Φ3 ´ B2η “ 0 as

maps H‚pAqb3 Ñ H‚pAqr´1s. This implies that the image of rΦ3 is contained in
the image of mA

1 . As explained in Remark 2.12, this shows that there is a graded

F-linear map f3 which extends f1, f̃2 to an A3-algebra morphism which induces the
identity on H‚pAq after taking cohomology. □

Remark 3.10. The proof of Theorem 3.9 shows that, if A is A3-formal, we may
choose pf1, f2q so that the map m3 : H

‚pAqb3 Ñ H‚pAqr´1s is trivial.

Remark 3.11. Theorem 3.9 shows that we may consider the class γA “ rm3s in
HH3,´1

pH‚pAqq as the obstruction class for A3-formality.

Remark 3.12. Let H‚ be a graded algebra with HH3,´1
pH‚q “ 0. Then Theorem

3.9 implies that H‚ is intrinsically A3-formal, i.e., every connected differential
graded algebra A with cohomology isomorphic to H‚ is A3-formal. See also [39,
Lemma 4.6]. We refer to [5] for a non-trivial example of an intrinsically A3-formal
F2-algebra.

4. A3-formality and Koszul algebras

We now recall Koszul algebras and then show that they allow for a simplified
construction of the canonical class.
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4.1. Koszul algebras. As a general reference for quadratic and Koszul algebras
we refer to [41].

Definition 4.1. A quadratic algebra is a non-negatively graded F-algebra A “
À

iě0Ai such that A0 “ F and A is generated over F by A1 with relations of degree
two. Explicitly, let

T pA1q “ F ‘A1 ‘ pA1 bA1q ‘ ¨ ¨ ¨ “
à

iě0

Abi
1

be the free tensor algebra of the F-vector space A1. Then A is quadratic if the
canonical map τ : T pA1q Ñ A is surjective and kerpτq is generated by its component
R “ kerpτq X pA1 bA1q of degree two, so that A “ T pA1q{pRq, where pRq denotes
the ideal generated by R. A quadratic algebra A is called locally finite if each Ai

is a finite-dimensional vector space over F.

To every quadratic algebra one can associate the following chain complex:

Definition 4.2. Let A “ T pV q{pRq be a quadratic algebra over F. We denote by
Ki

i pAq the F-linear subspace defined by K0
0 pAq “ F, K1

1 pAq “ V , K2
2 “ R and

Ki
i pAq “

č

0ďjďi´2

V bj bR b V bi´j´2 Ă V bi for i ě 3.

We set KipAq “ A b Ki
i pAq b A. For each i ě 0, we define a homomorphism

d “ di : KipAq Ñ Ki´1pAq by

dipabx1 b ¨ ¨ ¨ bxi ba1q “ pax1q bx2 b ¨ ¨ ¨ bxi ba1 ` p´1qiabx1 bx2 b ¨ ¨ ¨ b pxia
1q.

Since R Ă V b2 generates the relations in A, it is clear that d2 “ 0. We refer to the
chain complex pKpAq, dq as the Koszul complex of A. A morphism φ : A Ñ B of
quadratic algebras induces a morphism of cochain complexes φK : KpAq Ñ KpBq.

Let pBpAq, dBq denote the bar complex of A (see e.g. [50, (1.1.4)]). Since R
describes the relations in A, it follows that the natural inclusion KpAq ãÑ BpAq

defines a morphism of complexes.

Definition 4.3. A quadratic algebra A is called a Koszul algebra if the inclusion
pKpAq, dq ãÑ pBpAq, dBq is a quasi-isomorphism.

Remark 4.4. We note that there are many different ways to characterise the notion
of a Koszul algebra. We refer to [41, Chapter 2, Sections 1 and 3] and for example
[1, Section 2] and [49, Section 3] for proofs that the alternative definitions are
equivalent to Definition 4.3.

Example 4.5. Important examples of Koszul algebras include symmetric and ex-
terior algebras over F (see [41, Example on page 20]).

4.2. Hochschild cohomology of Koszul algebras. We now show that for a
Koszul algebra, we can use the following simple complex to compute its Hochschild
cohomology. Let A be a quadratic algebra and M be a graded A-bimodule. For
every n ě 0 and s P Z, let Bn denote the F-linear map

Bn : HomFpKn
n pAq,Mn`sq Ñ HomFpKn`1

n`1 pAq,Mn`1`sq

defined by setting

Bnpfqpx1, . . . , xn`1q “ p´1q|x1|sx1fpx2, . . . , xn`1q ` p´1qn`1fpx1, . . . , xnqxn`1.
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It is easily verified that B ˝ B “ 0. It follows immediately from the definitions that
the inclusion ι : Ki

i pAq ãÑ Abi induces a morphism of complexes via restriction
along ι:

pC‚,spA,Mq, Bq Ñ pHomFpK‚
‚ pAq,M rssq, Bq.(15)

We then get the following result (see also [49, Proposition 3.3]):

Proposition 4.6. Let A be a Koszul algebra and M be a graded A-bimodule. For
every pair pn, sq, the map of complexes (15) induces an isomorphism

ι˚ : HHn,s
pA,Mq

–
ÝÑ HnpHomFpK‚

‚ pAq,M rssq, Bq.(16)

Proof. Let Ae “ AbAop denote the enveloping algebra of A where Aop denotes the
opposite algebra of A (see e.g., [50, Section 1.1]). The ring Ae inherits a structure
of a graded F-algebra from A. We can consider the graded A-bimodule M as a
graded Ae-module. For every n, there is a natural isomorphism

HomAepBnpAq,Mq “ HomAepAbAbn bA,Mq
–

ÝÑ HomFpAbn,Mq(17)

defined by sending f to the F-linear map which sends a1 b ¨ ¨ ¨ b an to fp1 b a1 b

¨ ¨ ¨ b an b 1q. This isomorphism descends to the category of graded Ae-modules
and F-vector spaces respectively, i.e., for every integer s, we have an isomorphism

HomAepBnpAq,M rssq
–

ÝÑ HomFpAbn,M rssq.(18)

It is straight-forward to check that the isomorphism (18) yields an isomorphism of
cochain complexes

pHomAepBpAq,M rssq, d˚
Bq

–
ÝÑ pC‚,spA,Mq, Bq.

The restriction of (17) to Koszul complexes induces an isomorphism of cochain
complexes

pHomAepK‚pAq,M rssq, d˚q
–

ÝÑ pHomFpK‚
‚ pAq,M rssq, Bq.

We then get the following commutative diagram of cochain complexes

pHomAepBpAq,M rssq, d˚
Bq

»

��

– // pC‚,spA,Mq, Bq

��
pHomAepK‚pAq,M rssq, d˚q

– // pHomFpK‚
‚ pAq,M rssq, Bq

in which the horizontal maps are isomorphisms and the left-hand morphism is a
quasi-isomorphism since A is a Koszul algebra. This implies that the right-hand
morphism is a quasi-isomorphism as well. □

The Koszul complex simplifies the computation of Hochschild cohomology. Here
is a first example which will also play a role later.

Example 4.7. Let A be the exterior algebra on two generators x and y in degree
one. Note that A “ T pV q{pRq with V “ A1 “ Fxx, yy and

R “ Fxxb x, y b y, xb y ` y b xy.
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It is well-known that A is a Koszul algebra (see e.g. [41, Example on page 20]). We
have K2

2 pAq “ R, and

K3
3 pAq “ pV bRq X pR b V q

“ Fxxb xb x, y b y b y, y b xb x` xb y b x` xb xb y,

xb y b y ` y b xb y ` y b y b xy.

We note that every cochain ψ : K3
3 pAq Ñ A2 is a cocycle since A3 “ 0, i.e., there is

only the trivial map K4
4 pAq Ñ A3. Hence the vector space of cocycles for B3 equals

the space HomFpK3
3 , H

2q which has dimension four over F. Now we can check that
the differential B2 : HomFpK2

2 pAq, A1q Ñ HomFpK3
3 pAq, A2q is trivial. Hence we get

that HH3,´1
pAq is a four-dimensional vector space. In particular, it is non-trivial.

Remark 4.8. Let A again be the exterior algebra on two generators x and y in
degree one. By [23, Proposition 3.2], in order to define an A8-algebra structure
on the graded algebra A, it suffices to specify F-linear maps mn : pA1qbn Ñ A2

for all n ‰ 2. We set m1 “ 0, mn “ 0 for n ě 4 and can choose m3 to be
any F-linear map pA1qb3 Ñ A2. This defines a minimal A8-algebra structure
on A. Now we recall that, for every A8-algebra A, the canonical morphism of
A8-algebras A Ñ ΩBA, where Ω denotes the cobar and B the bar construction,
is a quasi-isomorphism (see for example [23, Proposition 4.5]). Since ΩBA is a
differential graded algebra, every A8-algebra is quasi-isomorphic as an A8-algebra
to a differential graded algebra. Since quasi-isomorphisms between A8-algebras
are homotopy equivalences by [19, Theorem 3.7 on page 13], we conclude that A
is the minimal model of some differential graded algebra A with canonical class
rm3s P HH3,´1

pAq. By Theorem 2.7 and Example 4.7, this shows that there are
many differential graded algebras whose cohomology algebra is isomorphic to A but
which are not quasi-isomorphic as A3-algebras. In particular, A is not intrinsically
A3-formal (see Remark 3.12).

4.3. Canonical class for Koszul cohomology algebras. Let pA, δAq be a con-
nected differential graded F-algebra. We assume that its cohomology algebraH‚ is a
Koszul algebra. Let R Ă H1 bH1 denote the relations such that H‚ “ T pH1q{pRq.
Let Z1 “ ker δA Ă A1 denote the cocycles in degree one. Let f1 : K

1
1 pH‚q “

H1 Ñ Z1 be an F-linear map which induces the identity on cohomology. Let
f2 : K

2
2 pH‚q “ R Ñ A1 be an F-linear map such that ´mA

2 pf1 b f1q “ δAf2. We
define the F-linear map Ψ3 by

Ψ3 “ mA
2 pf1 b f2 ´ f2 b f1q : pH1 bRq X pR bH1q Ñ A2.(19)

We check that Ψ3 has image in the cocycles of A2:

δAΨ3 “ δAm
A
2 pf1 b f2 ´ f2 b f1q

“ mA
2 pf1 b δAf2 ´mA

1 f2 b f1q by (1) and δAf1 “ 0

“ mA
2 p´f1 bmA

2 pf1 b f1q `mA
2 pf1 b f1q b f1q using (3), mH

1 “ 0,mH
2 “ 0

“ 0 by associativity of mA
2 .

Hence Ψ3 induces an F-linear map

κ3 “ mA
2 pf1 b f2 ´ f2 b f1q : K3

3 pH‚q “ pH1 bRq X pR bH1q Ñ H2.(20)

The map κ3 is compatible with maps of differential graded algebras in the following
way:
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Proposition 4.9. Let φ : A Ñ B be a morphism of connected differential graded
F-algebras. Assume that both H‚pAq and H‚pBq are Kozul algebras. Consider
H‚pBq as an H‚pAq-bimodule via the induced morphism φ‚ : H

‚pAq Ñ H‚pBq.
Let pfA1 , f

A
2 q and pfB1 , f

B
2 q be choices of graded F-linear maps as above for A and

B, respectively. Let κA3 and κB3 denote the induced maps for H‚pAq and H‚pBq,
respectively, defined using formula (20). Then the cocycles φ‚ ˝κA3 and κB3 ˝ pφ‚qb3

represent the same class in HH3,´1
pH‚pAq, H‚pBqq.

Proof. The graded F-linear maps fB1 ˝ φ‚ and φ|ker δA ˝ fA1 are maps H1pAq Ñ

ker δB Ă B1 of cochain complexes which induce the same map in cohomology. This
implies that there is a graded F-linear map g : H1pAq Ñ B0 “ F such that

δBg “ fB1 ˝ φ‚ ´ φ|ker δA ˝ fA1 .(21)

We define the F-linear map t : K2
2 pH‚pAqq Ñ B1 by

tpx, yq :“ φpfA2 px, yqq ´ fB2 pφ‚pxq, φ‚pyqq ´ φpfA1 pxqq ¨ gpyq ` gpxq ¨ fB1 pφ‚pyqq

for px, yq P K2
2 pH‚pAqq. We can then compute that tpx, yq lies in ker δB for all pairs

px, yq. Hence we may define the F-linear map τ : K2
2 pH‚pAqq Ñ H1pBq by sending

px, yq to the cohomology class of tpx, yq. Using (21), we can then compute

pφ ˝ κA3 ´ B2τqpx, y, zq “ κB3 ˝ pφ‚qb3px, y, zq

in H2pBq. This implies the assertion. □

Remark 4.10. We note that the maps t and τ in the proof of Proposition 4.9 are the
restriction of the corresponding cochains which are used in [2, Proof of Proposition
5.4] for the proof of Proposition 3.3.

Corollary 4.11. Let A be a connected differential graded F-algebra such that its co-
homology algebra H‚pAq is a Koszul algebra. Let κ3 be as defined in (20). Then the
class rκ3s P H3pHomFpK‚

‚ pH‚pAqq, H‚pAqr´1sq, Bq only depends on the differential
graded algebra A and not the choice of the pair pfA1 , f

A
2 q.

Proof. The assertion follows from Proposition 4.9 with A “ B and φ being the
identity. □

We are now ready to show that we can compute the canonical class of a differ-
ential graded algebra whose cohomology is Koszul as follows:

Proposition 4.12. Let pA, δAq be a connected differential graded F-algebra such
that its cohomology algebra H‚pAq is a Koszul algebra. Let pfA1 , f

A
2 q be a choice

of maps fA1 : H1pAq Ñ ker δA Ă A1 and fA2 : K2
2 pH‚pAqq Ñ A1 such that δAf

A
2 “

´mA
2 pfA1 b fA1 q. Let κ3 be defined as in (20). Then rκ3s is the image of the

canonical class γA P HH3,´1
pH‚pAqq under the isomorphism ι˚ in (16). In partic-

ular, the canonical class γA is determined by any pair pfA1 , f
A
2 q satisfying the above

assumptions. Moreover, γA “ 0 if and only if rκ3s “ 0.

Proof. To simplify the notation we write H‚ for H‚pAq. By definition, γA is de-
termined by the following data. We choose an F-linear graded map f1 : H

‚ Ñ

ker δA which induces the identity on H‚. We then choose an F-linear graded map
f2 : H

‚ b H‚ Ñ Ar´1s satisfying δAf2 “ f1m
H
2 ´ mA

2 pf1 b f1q. We define the
graded F-linear map Φ3 : pH‚qb3 Ñ Ar´1s by

Φ3 “ mA
2 pf1 b f2 ´ f2 b f1q ´ f2pmH

2 b 1 ´ 1 bmH
2 q,
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and let m3 : pH‚qb3 Ñ H‚r´1s be the induced map to cohomology. Then γA “

rm3s P HH3,´1
pH‚q. The isomorphism ι˚ of (16) sends rm3s to the class represented

by the restriction m3|K3
3 pH‚q : K

3
3 pH‚q Ñ H2 of m3 to the subspace K3

3 pH‚q “

pH1 b Rq X pR b H1q Ă pH‚qb3. Since the restrictions of mH
2 b 1 and 1 b mH

2 to
pH1 bRqXpRbH1q vanish in H2 “ pH1 bH1q{R, the map m3|K3

3 pH‚q : K
3
3 pH‚q Ñ

H2 is given by class of the F-linear map

mA
2 ppf1q|H1 b pf2q|K2

2 pH‚q ´ pf2q|K2
2 pH‚q b pf1q|H1q : pH1 bRq X pR bH1q Ñ A2.

Hence,m3|K3
3 pH‚q is the map κ3 defined as in (20) using the pair ppf1q|H1 , pf2q|K2

2 pH‚qq.
We thus have

ι˚pγAq “ rm3|K3
3 pH‚qs “ rκ3s in H3pHomFpK‚

‚ pH‚q, H‚r´1sq, Bq.

Moreover, by Corollary 4.11, any other choice of pair pfA1 , f
A
2 q yields the same class

rκ3s. This finishes the proof. □

Remark 4.13. Let pA, δAq be a connected differential graded F-algebra such that its
cohomology algebra H‚pAq is a Koszul algebra. Let pfA1 , f

A
2 q be a choice of maps

fA1 : H1pAq Ñ ker δA and fA2 : K2
2 pH‚pAqq Ñ A1 such that δAf

A
2 “ ´mA

2 pfA1 b

fA1 q. It is a consequence of Proposition 4.12 that, in order to prove that γA vanishes,
it suffices to show that the image of the map mA

2 pf1 b f2 ´ f2 b f1q is contained in
the coboundaries in A2.

As a direct application of Proposition 4.12 we observe the following:

Proposition 4.14. Let A be a connected differential graded algebra such that its
cohomology algebra H‚pAq is Koszul. Assume that H2pAq “ 0. Then A is A3-
formal.

Proof. By Proposition 4.12, we can compute the canonical class of γA via the map
κ3 : K

3
3 pH‚pAqq Ñ H2pAq of (20) since H‚pAq is Koszul. Since H2pAq “ 0 by

assumption, κ3 is trivial and γA “ 0. Hence A is A3-formal by Theorem 3.9. □

5. A3-formality and group cohomology

We now specialise to differential graded algebras which arise from continu-
ous group cohomology of profinite groups. In Section 5.3, we show that the Fp-
cohomology algebra of a pro-p Demushkin group is Koszul.

5.1. Continuous group cohomology and A3-formality. Let G be a profinite
group, and let Gn denote the n-fold direct product of G with itself. Let p be a
prime number. Let CnpG,Fpq denote the Fp-vector space of continuous functions
Gn Ñ Fp with respect to the discrete topology on Fp and the profinite topology
on G. Following [48, §2.2] the differential δ : CnpG,Fpq Ñ Cn`1pG,Fpq, which is
defined by

pδφqpg1, . . . , gn`1q “ φpg2, . . . , gn`1q

`

n
ÿ

i“1

p´1qiφpg1, . . . , gigi`1, . . . , gn`1q

` p´1qn`1φpg1, . . . , gnq,

turns C‚pG,Fpq into a cochain complex whose cohomology H‚pG,Fpq is the contin-
uous cohomology of G with coefficients in the trivial G-module Fp. In particular,
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H1pG,Fpq is the group of continuous group homomorphisms G Ñ Fp. The coho-
mology H‚pG,Fpq is equipped with a cup-product defined as follows. For every
φ P CipG,Fpq and ψ P CjpG,Fpq, we define their product φ Y ψ P Ci`jpG,Fpq by
the formula:

pφY ψqpg1, . . . , gi`jq “ φpg1, . . . , giq ¨ ψpgi`1, . . . , gi`jq.

This induces the cup-product on cohomology which turns H‚pG,Fpq into a graded
Fp-algebra.

Definition 5.1. Let G be a profinite group and p be a prime number. We say that
G is A3-formal with respect to p, or just A3-formal if the choice of p is clear, if the
differential graded Fp-algebra C‚pG,Fpq is A3-formal with respect to p. We write γG
for the canonical class γC‚pG,Fpq in HH3,´1

pH‚pG,Fpqq and call it the canonical class
of G. We say that G is A8-formal if the differential graded Fp-algebra C‚pG,Fpq

is A8-formal.

As a first example, we observe the following:

Example 5.2. Let G be a profinite group such that H‚pG,Fpq is Koszul, and
assume H2pG,Fpq “ 0. It then follows from Proposition 4.14 that G is A3-formal
with respect to p.

Free pro-p groups satisfy the following much stronger property (see also Remark
3.12): A graded Fp-algebra A is called intrinsically A8-formal if every differential
graded algebra A with H‚pAq – A is A8-formal.

Proposition 5.3. Let G be a free pro-p group. Then G is intrinsically A8-formal.
In particular, G is A3-formal.

Proof. Since the inclusion map of the Koszul complex into the bar complex is the
identity, H‚pG,Fpq is Koszul. Hence we may compute the Hochschild cohomol-
ogy of H‚pG,Fpq using the Koszul complex. Since HipG,Fpq is trivial for i ě 2,
the groups HHn,s

pH‚pG,Fpqq for n ` s ě 2 are trivial. In particular, we have

HHn,2´n
pH‚pG,Fpqq for all n ě 3. By Kadeishvili’s theorem, proven also in [46,

Theorem 4.7, page 85], this implies that C‚pG,Fpq is intrinsically A8-formal. □

For an example of a finite group we note the following:

Example 5.4. Recall that the only finite Demushkin group is G “ Z{2Z. In this
case, H‚pG,F2q is isomorphic to the polynomial algebra F2rxs in one generator.
The latter is a Koszul algebra with no relations and hence Kn

n pH‚pG,F2qq is trivial
for all n ě 2. As in the proof of Proposition 5.3, this implies that H‚pG,F2q is
intrinsically formal. See also [39, Lemma 6.2].

5.2. Dwyer’s criterion. We now recall from [6, Theorem 2.4] that the vanishing
of triple Massey products in group cohomology can be characterised as follows. Let
UnpFpq denote the group of all upper triangular unipotent pn ˆ nq-matrices with
coefficients in Fp. Let ZnpFpq denote the center of UnpFpq, i.e., the subgroup of all
matrices in UnpFpq with all off-diagonal entries being 0 except at position p1, nq.

Write UnpFpq “ UnpFpq{ZnpFpq.

Notation 5.5. We let eij : UnpFpq Ñ Fp denote the projection to the pi, jq-
coordinate.
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The following result is a special case of [6, Theorem 2.4].

Theorem 5.6 (Dwyer). Let G be a profinite group. Let a1, a2, a3 P H1pG,Fpq.
There is a one-one correspondence M Ø ρM between defining systems M for
xa1, a2, a3y and continuous group homomorphisms ρM : G Ñ U4pFpq such that
ei,i`1˝pρM q “ ´ai for i “ 1, 2, 3. The correspondence is given by sending a defining

systemM “ tai,ju to the continuous group homomorphism ρ : G Ñ U4pFpq given by
ei,j ˝ ρ “ ´ai,j for 1 ď i ă j ď 4. Moreover, the element xa1, a2, a3yM P H2pG,Fpq

vanishes if and only if the dotted arrow in the diagram

G
ρM

yy
ρM

��
0 // Z4pFpq // U4pFpq // U4pFpq // 0

exists and makes the diagram commutative.

For later references, we formulate a particular consequence of Dwyer’s theorem.

Corollary 5.7 (Dwyer). Let G be a profinite group. Let a1, a2, a3 P H1pG,Fpq such
that a1 Y a2 “ a2 Y a3 “ 0. Let tai,ju be a defining system for the triple Massey

product xa1, a2, a3y, and let ρ : G Ñ U4pFpq be the corresponding continuous group
homomorphism. Then the cocycle a1,2 Y a2,4 ` a1,3 Y a3,4 is a coboundary if and
only if ρ extends to a continuous group homomorphism ρ : G Ñ U4pFpq.

Remark 5.8. A special case of Dwyer’s result is the vanishing of the cup-product
itself which we now explain for later reference. Let G be a profinite group. Let
χ1, χ2 P H1pG,Fpq. Since both Z1 and H1 are given by the vector space of group
homomorphisms G Ñ Fp, we identify χ1 and χ2 with its cocycle representatives and
will just write χ1 and χ2 for the corresponding cocycles. Then we have χ1 Yχ2 “ 0
if and only if there is a continuous group homomorphism φ : G Ñ U3pFpq such
that e1,2 ˝ φ “ ´χ1 and e2,3 ˝ φ “ ´χ2. In particular, the continuous map η :“
e1,3 ˝ φ : G Ñ Fp is a cochain in C1pG,Fpq such that δη “ ´χ1 Y χ2.

Remark 5.9. Let G be a profinite group such thatH‚pG,Fpq “: H‚ is a Koszul alge-
bra. Let R Ă H1 bH1 denote the relations in H‚ such that H‚ “ T pH1q{pRq. We
write C‚ “ C‚pG,Fpq and let Z‚ denotes the cocycles in C‚. We now describe how
we can use Dwyer’s Theorem to analyse the canonical class of G. By Proposition
4.12, we need to find an Fp-linear map f1 : H

1 Ñ Z1 which induces the identity on
cohomology. Again, since both Z1 and H1 are given by the vector space of group
homomorphisms G Ñ Fp we consider f1 as an identification of H1 with Z1 and
will omit it from the notation. Since H2 “ pH1 bH1q{R, we can find an Fp-linear
map f2 : R Ñ C1 such that

δf2pχ1 b χ2q “ ´χ1 Y χ2

for χ1bχ2 P R. Let χ1bχ2bχ3 P K3
3 pH‚q “ pH1bRqXpRbH1q be a decomposable

tensor. Since H2 “ pH1 bH1q{R, the triple Massey product xχ1, χ2, χ3y is defined,
and

tχ1, χ2, χ3,´f2pχ1 b χ2q,´f2pχ2 b χ3qu(22)



A3-FORMALITY FOR DEMUSHKIN GROUPS AT ODD PRIMES 23

is a defining system. Moreover, κ3pχ1 b χ2 b χ3q P H2 is given by the class of the
cocycle

Ψ3pχ1 b χ2 b χ3q “ ´χ1 Y f2pχ2 b χ3q ´ f2pχ1 b χ2q Y χ3,

and we have κ3pχ1 bχ2 bχ3q P xχ1, χ2, χ3y. By Dwyer’s Theorem 5.6, the defining
system (22) corresponds to the continuous group homomorphism

ρpχ1 b χ2 b χ3q : G ÝÑ U4pFpq

given by

ρpχ1 b χ2 b χ3q “

¨

˚

˚

˝

1 ´χ1 f2pχ1 b χ2q ˚

1 ´χ2 f2pχ2 b χ3q

1 ´χ3

1

˛

‹

‹

‚

.

Thus, κ3pχ1 b χ2 b χ3q vanishes if and only if ρpχ1 b χ2 b χ3q can be extended to
a continuous group homomorphism

ρpχ1 b χ2 b χ3q : G Ñ U4pFpq.

In particular, the continuous map ϑ :“ ´e1,4 ˝φ : G Ñ Fp is a cochain in C1pG,Fpq

such that δϑ “ Ψ3pχ1 b χ2 b χ3q. We will make frequent use of this observation
in Sections 6 and 7 by expressing elements of K3

3 pH‚q as linear combinations of
suitable decomposable tensors to compute κ3 on K3

3 pH‚q.

5.3. Demushkin groups are Koszul. We now show that the cohomology algebra
of a Demushkin group is A3-formal. We will deduce this fact from a more general
result on quadratic algebras which is well known and proven for example in [41,
Proposition 2.3 in Chapter 2 on page 24, and Proposition 4.2 of Chapter 6 on page
124]. We provide a proof for completeness and convenience of the reader.

Let A “ T pV q{pRq be a quadratic algebra over a field F with dimFA
1 “

dimF V “ d and dimFA
2 “ 1. We will show that A is a Koszul algebra. To

do so, we recall that the Hilbert series of a graded vector space V is the formal
power series given by

hVpzq “
ÿ

nPZ
pdimF Vnq ¨ zn.

In particular, the Hilbert series of A is hApzq “ 1 ` dz ` z2.

Lemma 5.10. Let A “ T pV q{pRq be a quadratic algebra with dimFA
1 “ d. The

dimension bn :“ dimFK
n
n pAq is given by the recursive formula b0 “ 1, b1 “ d,

and bn`1 “ d ¨ bn ´ bn´1 for n ě 1. Therefore, the Hilbert series of K‚
‚ pAq equals

p1 ´ dz ` z2q´1, i.e., hAp´zq ¨ hK‚
‚ pAqpzq “ 1.

Proof. Let
ř

nPZ bn ¨ zn be the formal powers series such that
˜

ÿ

nPZ
bn ¨ zn

¸

¨ p1 ´ dz ` z2q´1 “ 1.

Then we have bn “ 0 for n ă 0, b0 “ 1, b1 “ d and, for all n ě 1,

bn`1z
n`1 ´ pdzq ¨ pbn ¨ znq ` z2 ¨ pbn´1 ¨ zn´1q “ 0.

Thus, the coefficients are determined by the equation bn`1 “ d ¨ bn ´ bn´1 for all
n ě 1. Since dimK0

0 pAq “ 1, dimK1
1 pAq “ d, and dimK2

2 pAq “ dimR “ d2 ´ 1, it
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remains to prove the recursive formula for dimFp
Kn

n pAq to prove the lemma. For

n ě 2, we have Kn`1
n`1 pAq “ pKn

n pAq b V q X pV bn´1 bRq. We then get

dimKn`1
n`1 pAq “dimpKn

n pAq b V q ` dimpV bn´1 bRq

´ dimppKn
n pAq b V q ‘ pV bn´1 bRqq.

Since dimpKn
n pAq b V q “ d ¨ dimKn

n pAq, it suffices to determine the difference

∆ :“ dimpV bn´1 bRq ´ dimppKn
n pAq b V q ‘ pV bn´1 bRqq.

The integer ∆ is determined by how much the space pKn
n pAq b V q ‘ pV bn´1 bRq

exceeds the space V bn´1 bR, i.e., it is given by the dimension of the quotient space
Q :“ ppKn

n pAq b V q ‘ pV bn´1 b Rqq{pV bn´1 b Rq. Now we use the assumption
that dimA2 “ 1 which means that we can choose a single element ω P V bV whose
image generates the one-dimensional quotient space A2 “ pV b V q{R. The space
Q is then isomorphic to

Kn´1
n´1 pAq b spanFpωq “ ppR b V bn´3q X ¨ ¨ ¨ X pV bn´3 bRqq b spanFpωq.

In other words, we get dimQ “ dimKn´1
n´1 pAq. This proves the recursive formula

and the assertion of the lemma. □

Proposition 5.11. Let A “ T pV q{pRq be a quadratic algebra with dimFA
2 “ 1.

Then A is a Koszul algebra.

Proof. By Lemma 5.10, we have hAp´zq ¨ hK‚
‚ pAqpzq “ 1. This implies that the

sequence

¨ ¨ ¨ Ñ AbKn`1
n`1 pAq Ñ AbKn

n pAq Ñ AbKn´1
n´1 pAq Ñ ¨ ¨ ¨ Ñ A Ñ F Ñ 0

is exact. Thus, AbK‚
‚ pAq provides a free resolution of F. This implies that KpAq

is a minimal free resolution of A as an A-bimodule by [49, Proposition 3.1], where
we note that, by [1, Section 2.8], the complex K 1pAq in [49] is isomorphic to the
complex we denote by KpAq. The two-out-of-three property of quasi-isomorphisms
then implies that A is Koszul as defined in Definition 4.3 □

We already know that the only finite Demushkin group Z{2Z is Koszul by Ex-
ample 5.4. The infinite case now follows from Proposition 5.11 and Definition 1.1.

Corollary 5.12. Let G be a pro-p Demushkin group. Then the cohomology algebra
H‚pG,Fpq is a Koszul algebra. □

Remark 5.13. Corollary 5.12 also follows from [31, Theorem 5.2] where a stronger
result is proven. The proof of [31, Theorem 5.2] uses the fact that the dual algebra
pH‚q! “ T ppH1q˚q{pRKq of H‚ “ H‚pG,Fpq is a quadratic algebra which satisfies
the assumption of [31, Lemma 2.15], i.e., χ˚

1 bχ˚
1 R RK while χ˚

1 bχ˚
2 P RK, where

χ˚
i denotes basis vectors of pH1q˚ which are dual to the χi. This implies that

pH‚q! has a Poincaré–Birkhoff–Witt basis which is known to imply that an algebra
is Koszul. Then it remains to use the general fact that a locally finite quadratic
algebra is Koszul if and only if its quadratic dual is Koszul.

6. A3-formality for Demushkin groups at odd primes

In this section, we discuss A3-formality for pro-p Demushkin groups.
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6.1. Demushkin groups with q-invariant q ‰ 2, 3 are A3-formal. First we
prove A3-formality for Demushkin groups with two generators. Even though we
generalise the following result to any even number of generators, we prove a special
case first since it demonstrates the main idea of the argument.

Theorem 6.1. Let p be an odd prime number and let q “ pf with f ě 1 and f ě 2
if p “ 3, or q “ 0. Let G be the pro-p group generated by elements x1 and x2 and
the single relation xq1rx1, x2s “ 1. Then G is A3-formal.

Remark 6.2. A group with the presentation as in Theorem 6.1 can be realised as
follows. Let θ : Zp Ñ 1 ` qZp be a cyclotomic character on Zp with q “ pf . Then
G :“ Zp ¸θ Zp is a Demushkin group generated by x1 and x2 subject to the single
relation xq1rx1, x2s “ 1.

Remark 6.3. Let G be as in Theorem 6.1 and Remark 6.2. We note that the
cohomology algebra H‚pG,Fpq is an exterior Fp-algebra with two generators. It

therefore follows from Example 4.7 and Remark 4.8 that HH3,´1
pH‚pG,Fpqq is

non-trivial. In particular, pro-p Demushkin groups are not intrinsically A3-formal
in general.

Notation 6.4. For matricesM andN in UnpFpq, we write rM,N s :“ M´1N´1MN .

In the following proofs and constructions we will frequently use the following
observation, often without explicitly mentioning it:

Lemma 6.5. Let M1, . . . ,Md P UnpFpq be a sequence of matrices and let In P

UnpFpq denote the identity matrix. If

Mq
1 rM1,M2srM3,M4s ¨ ¨ ¨ rMd´1,Mds “ In in UnpFpq,

then the assignment ρ : xi ÞÑ Mi for x1, . . . , xd defines a continuous group homo-
morphism ρ : G Ñ UnpFpq.

Proof. This follows directly from the defining relations for G and the fact that
UnpFpq is a finite p-group. □

Proof of Theorem 6.1. Let C‚ “ C‚pG,Fpq denote the complex of continuous inho-
mogeneous cochains, let Z‚ denote the cocycles, and let H‚ “ H‚pG,Fpq denote
the corresponding cohomology algebra. We consider Cn and Zn as Fp-vector spaces
with addition and scalar multiplication defined pointwise. We know that H‚ is a
Koszul algebra by Corollary 5.12. Hence we can use Proposition 4.12 to construct
the canonical class of G.

Let χ1, χ2 : G Ñ Fp be a basis of H1 such that χipxjq “ ´δij , where δij denotes
the Kronecker symbol. The minus sign is chosen so that we minimise the number of
signs on the forthcoming formulas. We have H‚ “ T pH1q{pRq where R Ă H1 bH1

is the Fp-vector subspace

R “ Fpxχ1 b χ1, χ2 b χ2, χ1 b χ2 ` χ2 b χ1y

and H2 “ Fpxχ1 Y χ2y. The vector space K3
3 pH‚q “ pH1 bRq X pR bH1q is then

given by Fp-linear span

K3
3 pH‚q “ Fpxχ1 b χ1 b χ1, χ2 b χ2 b χ2,

χ2 b χ1 b χ1 ` χ1 b χ2 b χ1 ` χ1 b χ1 b χ2,

χ1 b χ2 b χ2 ` χ2 b χ1 b χ2 ` χ2 b χ2 b χ1y.
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Now we choose Fp-linear maps f1 : H
1 Ñ Z1 and f2 : R Ñ C1 to construct the

canonical class of G. Since both Z1 and H1 are given by the vector space of group
homomorphisms G Ñ Fp, we consider f1 as an identification of H1 with Z1 and
will omit it from the notation. We define the Fp-linear map f2 : R Ñ C1 as follows.
Let A denote the matrix

A “

¨

˝

1 1 0
0 1 1
0 0 1

˛

‚ with An “

¨

˝

1 n
`

n
2

˘

0 1 n
0 0 1

˛

‚ for n ě 0,

where
`

n
k

˘

denotes the binomial coefficient and we set
`

n
k

˘

“ 0 when n ă k. In

particular, we have Aq “ I3 P U3pFpq for q “ pf as p is odd, and rAn, Ams “ I3
for all n,m. By Lemma 6.5, we can define a continuous group homomorphism
φ : G Ñ U3pFpq by setting φpxjq “ A for j “ 1, 2. Recall that, for a matrix M , we
let eijpMq denote the entry in position pi, jq in M . By Remark 5.8, the continuous
map η : G Ñ Fp defined by ηpgq :“ e13pφpgqq is then a cochain in C1 such that

δη “ ´pχ1 ` χ2q Y pχ1 ` χ2q “ ´χ1 Y χ1 ´ χ2 Y χ2 ´ pχ1 Y χ2 ` χ2 Y χ1q.

For i “ 1, 2, by Lemma 6.5, we define a continuous group homomorphism φi : G Ñ

U3pFpq by setting φpxjq “ Aδij . Again by Remark 5.8, the continuous map ηi : G Ñ

Fp, for i “ 1, 2, defined by g ÞÑ e13pφipgqq is then a cochain in C1 such that

δηi “ ´χi Y χi.

We define the Fp-linear map f2 : R Ñ C1 on the basis element χi Y χi to be the
continuous map G Ñ Fp given by

f2pχi b χiq :“ ηi

for i “ 1, 2. Using the Fp-vector space structure on C1, we then set

f2pχ1 b χ2 ` χ2 b χ1q :“ η ´ η1 ´ η2.

The map (19) then becomes the map Ψ3 : K
3
3 pH‚q Ñ Z2 given by

Ψ3pχa, χb, χcq “ ´χa Y f2pχb b χcq ´ f2pχa b χbq Y χc.

Taking the cohomology class induces the map κ3 : K
3
3 pH‚q Ñ H2 which represents

the canonical class of G.
Now we use Dwyer’s Theorem 5.6 and Remark 5.9 to show that the map κ3

is trivial. To do so, it suffices to show that κ3 vanishes on each basis element of
K3

3 pH‚q. We note that

pχ1 ` χ2qb3 “ χb3
1 ` χb3

2 ` pχ2 b χ1 b χ1 ` χ1 b χ2 b χ1 ` χ1 b χ1 b χ2q

` pχ1 b χ2 b χ2 ` χ2 b χ1 b χ2 ` χ2 b χ2 b χ1q,

and

pχ1 ´ χ2qb3 “ χb3
1 ´ χb3

2 ´ pχ2 b χ1 b χ1 ` χ1 b χ2 b χ1 ` χ1 b χ1 b χ2q

` pχ1 b χ2 b χ2 ` χ2 b χ1 b χ2 ` χ2 b χ2 b χ1q.

Since p is odd, it therefore suffices to show that κ3 vanishes on the elements χb3
1 ,

χb3
2 , pχ1 ` χ2qb3, and pχ1 ´ χ2qb3.
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Let B` denote the matrix

B` “

¨

˚

˚

˝

1 1 0 0
0 1 1 0
0 0 1 1
0 0 0 1

˛

‹

‹

‚

with Bn
` “

¨

˚

˚

˝

1 n
`

n
2

˘ `

n
3

˘

0 1 n
`

n
2

˘

0 0 1 n
0 0 0 1

˛

‹

‹

‚

for n ě 0(23)

where we set
`

n
k

˘

“ 0 whenever n ă k. In particular, we have Bq
` “ I4 P U4pFpq for

q “ pf since p is odd and f ě 2 if p “ 3, and rB`, B`s “ I4. By Lemma 6.5, we can
therefore, for i “ 1, 2, define a continuous group homomorphism ρi : G Ñ U4pFpq

by setting ρipxjq “ B
δij
` for j “ 1, 2. By Dwyer’s Theorem 5.6, the homomorphism

ρi corresponds to a defining system of the triple Massey product xχi, χi, χiy. Thus,
by Remark 5.9 and the construction of f2, the continuous map ϑi : G Ñ Fp defined
by ϑipgq :“ ´e14pρipgqq is a cochain in C1 which witnesses the vanishing of the
triple Massey product xχi, χi, χiy, i.e., such that

δϑi “ ψ3pχb3
i q

for i “ 1, 2. This shows that κ3pχb3
i q “ 0 for i “ 1, 2.

Now we define a continuous group homomorphism ρ` : G Ñ U4pFpq by setting
ρ`pxjq “ B` for j “ 1, 2. By Dwyer’s Theorem 5.6, the homomorphism ρ`

corresponds to a defining system of the triple Massey product

xχ1 ` χ2, χ1 ` χ2, χ1 ` χ2y.

Moreover, by Remark 5.9, the continuous map ϑ` : G Ñ Fp defined by ϑ`pgq :“
´e14pρ`pgqq is a cochain in C1 such that

δϑ` “ Ψ3ppχ1 ` χ2qb3q.

This shows κ3ppχ1 ` χ2qb3 “ 0.
Now let B´ denote the matrix

B´ “

¨

˚

˚

˝

1 ´1 0 0
0 1 ´1 0
0 0 1 ´1
0 0 0 1

˛

‹

‹

‚

.

We have rB`, B´s “ I4, and hence the relation Bq
`rB`, B´s “ I4 holds in U4pFpq.

We can therefore define a continuous group homomorphism ρ´ : G Ñ U4pFpq by
setting ρ´px1q “ B` and ρ´px2q “ B´. By Dwyer’s Theorem 5.6, the ho-
momorphism ρ´ corresponds to a defining system of the triple Massey product
xχ1´χ2, χ1´χ2, χ1´χ2y. Moreover, by Remark 5.9, the continuous map ϑ´ : G Ñ

Fp defined by ϑ´pgq :“ ´e14pρ´pgqq is a cochain in C1 such that

δϑ´ “ Ψ3ppχ1 ´ χ2qb3q.

This shows κ3ppχ1 ´χ2qb3q “ 0. This proves that the canonical class of G vanishes
and proves the theorem. □

In fact, we can generalise Theorem 6.1 and show that all other Demushkin pro-p
groups at odd primes are A3-formal.
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Theorem 6.6. Let p be an odd prime number, let d ě 2 be an even number, and
let q “ pf with f ě 1 and f ě 2 if p “ 3, or q “ 0. Let G be a pro-p group with
minimal set of generators tx1, . . . , xdu satisfying the single relation

1 “ xq1rx1, x2srx3, x4s ¨ ¨ ¨ rxd´1, xds.

Then the canonical class of G vanishes and G is A3-formal.

The case q “ 3 will be discussed in Section 6.3. Our proof of Theorem 6.6 is
based on a direct but rather long computation of the canonical class of G. We
construct the canonical class for all q ‰ 2 in Section 6.2 below. We provide the
proof of Theorem 6.6 in Section 7.

6.2. The canonical class of a Demushkin group. We will now construct the
canonical class of pro-p Demushkin groups with an arbitrary even number of gen-
erators. Let d ě 2 be an even number. We assume that p is an odd prime number
and q “ pf with f ě 1, or q “ 0. Let G be a pro-p group with minimal set of
generators tx1, . . . , xdu satisfying the single relation

1 “ xq1rx1, x2srx3, x4s ¨ ¨ ¨ rxd´1, xds.

Such a group G is a Demushkin group which is completely characterised by the
invariants d and q, see [4], [21] and [47].

Let C‚ “ C‚pG,Fpq denote the complex of continuous inhomogeneous cochains,
let Z‚ “ Z‚pG,Fpq denote the cocycles, and let H‚ “ H‚pG,Fpq denote the cor-
responding cohomology algebra. Let tχ1, . . . , χdu be an Fp-basis of H1 such that
χipxjq “ ´δij , where δij denotes the Kronecker symbol. The Fp-vector space H2

is then generated by the single element χ1 Yχ2. We have H‚ “ T pH1q{pRq where,
by [38, Proposition 3.9.13] (see also [31, page 27]), R Ă H1 b H1 is the Fp-vector
subspace R “ spanpBq where B is the set

B “tχi b χj for all 1 ď i, j ď d with

#

i ‰ j ` 1 if j is odd

i ‰ j ´ 1 if j is even

χ2i´1 b χ2i ` χ2i b χ2i´1, for 1 ď i ď d{2,

χ1 b χ2 ` χ2k b χ2k´1 for 2 ď k ď d{2u.

Example 6.7. For d “ 4, for example, this gives

R “ Fpxχ1 b χ1, χ2 b χ2, χ3 b χ3, χ4 b χ4,

χ1 b χ3, χ1 b χ4, χ2 b χ3, χ2 b χ4, χ3 b χ1, χ3 b χ2, χ4 b χ1, χ4 b χ2

χ1 b χ2 ` χ2 b χ1, χ3 b χ4 ` χ4 b χ3, χ1 b χ2 ` χ4 b χ3y.

Remark 6.8. The set B is clearly linearly independent and generates R since it
consists of d2 ´ 1 “ dimpH1 b H1q ´ 1 elements as required. Note that we could
have chosen other basis elements to present the relations in H2. For example, we
have the relation

χ2 b χ1 ` χ2i´1 b χ2i “pχ2 b χ1 ` χ1 b χ2q ` pχ2i´1 b χ2i ` χ2i b χ2i´1q

´ pχ1 b χ2 ` χ2i b χ2i´1q P R

which we will use later.



A3-FORMALITY FOR DEMUSHKIN GROUPS AT ODD PRIMES 29

We will now construct the canonical class of G. We choose f1 to be the identity
H1 Ñ Z1 “ HompG,Fpq and omit it in the notation, where HompG,Fpq denotes the
Fp-vector space of continuous group homomorphisms. We construct the Fp-linear
map f2 : R Ñ C1 by defining it on each element of B and then extend it Fp-linearly.

Let A1,0, A0,1, and A1,1 denote the following matrices:

A1,0 “

¨

˝

1 1 0
0 1 0
0 0 1

˛

‚, A0,1 “

¨

˝

1 0 0
0 1 1
0 0 1

˛

‚ and A1,1 “

¨

˝

1 1 0
0 1 1
0 0 1

˛

‚.

For n ě 0, we have

An01
0,1 ¨An10

1,0 “

¨

˝

1 n10 0
0 1 n01
0 0 1

˛

‚, An
1,1 “

¨

˝

1 n
`

n
2

˘

0 1 n
0 0 1

˛

‚,

An10
1,0 ¨An01

0,1 “

¨

˝

1 n10 n10n01
0 1 n01
0 0 1

˛

‚,

where
`

n
2

˘

denotes the binomial coefficient with
`

n
2

˘

“ 0 for n “ 0, 1. In particular,
we have Ap

1,0 “ Ap
0,1 “ I3 P U3pFpq since p is odd. For i ‰ j ` 1 if j is odd and

i ‰ j ´ 1 if j is even, we can therefore define a continuous group homomorphism
φij : G Ñ U3pFpq by setting φijpxiq “ A1,0, φijpxjq “ A01, and φijpxkq “ I3 for
k ‰ i, j. By Remark 5.8, the continuous map ηij : G Ñ Fp defined by g ÞÑ ηijpgq :“
e13pφijpgqq is then a cochain in C1 such that

δηij “ ´χi Y χj .

We define the Fp-linear map f2 : R Ñ C1 on the basis element χi Y χj to be the
continuous map G Ñ Fp given by

f2pχi b χjq :“ ηij .

Remark 6.9. Note that the above formula does not work for the cup-product χ1Yχ2

or any χ2i´1 Y χ2i. The difference is that the commutator relation is a non-trivial
condition. However, since Aq

1,0 “ I3 and A10 and A01 do not commute, we have

Aq
1,0rA1,0, A0,1s ‰ I3.

Thus, we do not get a group homomorphism G Ñ U3pFpq by setting φpx2i´1q “

A1,0, φpx2iq “ A0,1, φpxjq “ I3 for j ‰ 2i´ 1, 2i.

We have Ap
1,1 “ I3 P U3pFpq since p is odd, and rAn

1,1, A
m
1,1s “ I3 for all n,m. We

define a continuous group homomorphism φii : G Ñ U3pFpq by setting φiipxjq “

A
δij
1,1. The continuous map ηii : G Ñ Fp defined by g ÞÑ e13pφiipgqq is then a cochain

in C1 such that

δηii “ ´χi Y χi.

We define the Fp-linear map f2 : R Ñ C1 on the basis element χi Y χi to be the
continuous map G Ñ Fp given by

f2pχi b χiq :“ ηii.

Now we define a continuous group homomorphism φoe
i : G Ñ U3pFpq, where the

superscript oe stands for odd/even, by setting φoe
i px2i´1q “ φoe

i px2iq “ A1,1 and
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φoe
i pxjq “ I3 for j ‰ 2i ´ 1, 2i. By Remark 5.8, the continuous map ηoei : G Ñ Fp

defined by ηoei pgq :“ e13pφoe
i pgqq is then a cochain in C1 such that

δηoei “ ´pχ2i´1 ` χ2iq Y pχ2i´1 ` χ2iq “ ´ χ2i´1 Y χ2i´1 ´ χ2i Y χ2i

´ pχ2i´1 Y χ2i ` χ2i Y χ2i´1q.

We then define f2pχ2i´1 b χ2i ` χ2i b χ2i´1q such that

f2ppχ2i´1 ` χ2iq b pχ2i´1 b χ2iqq

“ f2pχ2i´1 b χ2i´1q ` f2pχ2i b χ2iq ` f2pχ2i´1 b χ2i ` χ2i b χ2i´1q.

That is, using the Fp-vector space structure on C1, we set

f2pχ2i´1 b χ2i ` χ2i b χ2i´1q :“ ηoei ´ η2i´1,2i´1 ´ η2i,2i.

Finally, we define a homomorphism φoe
1,k : G Ñ U4pFpq by setting

φoe
1,kpx1q “ A1,0, φ

oe
1,kpx2q “ A0,1, φ

oe
1,kpx2k´1q “ A0,1, φ

oe
1,kpx2kq “ A1,0,

and φoe
1,kpxjq “ I3 for j ‰ 1, 2, 2k ´ 1, 2k. By Remark 5.8, the continuous map

ηoe1,k : G Ñ Fp defined by ηoe1,kpgq :“ e13pφpgqq is a cochain in C1 such that

δηoe1,k “ ´pχ1 ` χ2kq Y pχ2 ` χ2k´1q.

We then define f2pχ1 b χ2 ` χ2k b χ2k´1q such that

f2ppχ1 ` χ2kq b pχ2 ` χ2k´1qq

“ f2pχ1 b χ2k´1q ` f2pχ2k b χ2q ` f2pχ1 b χ2 ` χ2k b χ2k´1q.

That is, using the Fp-vector space structure on C1, we set

f2pχ1 b χ2 ` χ2k b χ2k´1q :“ ηoe1,k ´ η1,2k´1 ´ η2k,2.

We now define the map f2 : R Ñ C1 on all of R by extending it Fp-linearly from B
to R. From Proposition 4.12 and Corollary 5.12 we then deduce:

Proposition 6.10. With the above notation, we define the map Ψ3 : K
3
3 pH‚q Ñ Z2

by

Ψ3pχa, χb, χcq “ ´χa Y f2pχb b χcq ´ f2pχa b χbq Y χc.(24)

Taking the cohomology class of Ψ3 defines an Fp-linear map κ3 : K
3
3 pH‚q Ñ H2.

Then κ3 is a cocycle in the complex pHomFpK‚
‚ pH‚q, H‚r´1sq, Bq which computes the

Hochschild cohomology of H‚, and the class of κ3 in HH3,´1
pH‚q is the canonical

class of G. □

6.3. Demushkin groups with invariant q “ 3 are not A3-formal. Our goal
now is to compute the canonical class for all pro-p Demushkin groups for odd primes
p. We begin by showing that pro-3 Demushkin groups with invariant q “ 3 are not
A3-formal. Let χ1, . . . , χd P H1 be as above. We note that χb3

1 is an element in
K3

3 pH‚q and refer to Lemma 7.2 for a complete basis of K3
3 pH‚q.

Lemma 6.11. Let σ : R Ñ H1 be an Fp-linear map which we consider as a cochain

in the complex pHomFpK‚
‚ pH‚q, H‚r´1sq, Bq. Then Bσpχb3

1 q “ 0.
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Proof. Let cj P Fp be coefficients such that σpχ1 b χ1q “
řd

j“1 cjχj in H1. Since

χ1 Y χj and χj Y χ1 are nonzero in H2 if and only if j “ 2, we get

Bσpχb3
1 q “ ´χ1 Y σpχ1 b χ1q ´ σpχ1 b χ1q Y χ1

“ ´c2pχ1 Y χ2q ´ c2pχ2 Y χ1q

“ ´c2pχ1 Y χ2 ` χ2 Y χ1q

“ 0

where we use the relations inH2 for the final equality. This proves the assertion. □

Theorem 6.12. Let d ě 2 be an even number and let G be the pro-3 group generated
by elements x1, . . . , xd with the single relation x31rx1, x2s ¨ ¨ ¨ rxd´1, xds “ 1. The
canonical class of G is non-trivial, and G is not A3-formal.

Proof. Let κ3 : K
3
3 pH‚q Ñ H2 denote the map defined in Proposition 6.10. By

Lemma 6.11, if κ3pχb3
1 q ‰ 0 in H2, then the class of κ3 in HH3,´1

pH‚q is non-
trivial. Thus, to prove the theorem it suffices to show κ3pχb3

1 q ‰ 0. To show the
latter we show that the cocycle Ψ3pχb3

1 q is not a coboundary in C‚. Let B` denote

the matrix defined in (23). Since
`

3
2

˘

“ 0 and
`

3
3

˘

“ 1 in F3, we get

B3
` “

¨

˚

˚

˝

1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

˛

‹

‹

‚

in U4pF3q.

Thus, B3
` “ I4 in the quotient U4pF3q “ U4pF3q{Z4pF3q. Since rB`, I4s “ I4 in

U4pF3q and thereby also rB`, I4s “ I4 in U4pF3q, the assignment ρ1px1q “ B` and
ρ1pxjq “ I4 for j “ 2, . . . , d defines a continuous group homomorphism ρ1 : G Ñ

U4pF3q. However, since B3
` ‰ I4 in U4pF3q, ρ1 does not extend to a continuous

group homomorphism G Ñ U4pF3q. By Corollary 5.7, this implies that the cocycle
Ψ3pχb3

1 q is not a coboundary. This proves the assertion. □

Remark 6.13. We note that in the proof of Theorem 6.12 we cannot replace χ1 by
any other χi. That is, if i ‰ 1, we can define a continuous group homomorphism
ρ : G Ñ U4pF3q by setting ρpxiq “ B` and ρpxjq “ I4 for j ‰ i, which yields

the vanishing of κ3pχb3
i q for i “ 2, . . . , d. The difference is that the non-triviality

of B3
` only matters for x1 which occurs outside the commutators in the relation

x31rx1, x2s ¨ ¨ ¨ rxd´1, xds “ 1.

Remark 6.14. We now provide an alternative proof of Theorem 6.12. Let G be
the pro-3 group as in Theorem 6.12. It is well-known that triple Massey products
vanish for Demushkin groups (see for example [36, Theorem 4.3] and [40, Theorem
3.5]). We therefore point out that the argument in the proof of Theorem 6.12 does
not imply that the triple Massey product xχ1, χ1, χ1y does not vanish. In fact,
the argument shows that for the particular defining system pχ1, χ1, χ1,´f2pχ1 b

χ1q,´f2pχ1 b χ1qq, the cocycle

α :“ ´χ1 Y f2pχ1 b χ1q ´ f2pχ1 b χ1q Y χ1
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is not a coboundary and therefore provides a non-trivial element in the set xχ1, χ1, χ1y.
However, we can modify our choice of defining system as follows. Let C be the ma-
trix given by

C “

¨

˚

˚

˝

1 0 1 0
0 1 0 0
0 0 1 0
0 0 0 1

˛

‹

‹

‚

in U4pF3q.

Since B3
` “

¨

˚

˚

˝

1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

˛

‹

‹

‚

and rB`, Cs “

¨

˚

˚

˝

1 0 0 ´1
0 1 0 0
0 0 1 0
0 0 0 1

˛

‹

‹

‚

, we get

B3
` ¨ rB`, Cs “ I4 in U4pF3q.

Thus, we can define a continuous homomorphism rρ : G Ñ U4pF3q by setting

rρpx1q “ B`, rρpx2q “ C, and rρpxjq “ I4 for j “ 3, . . . , d.

Then rρ corresponds to the defining system

pχ1, χ1, χ1,´f2pχ1 b χ1q ` χ2,´f2pχ1 b χ1qq

and yields that the corresponding cocycle is a coboundary. In fact, the continuous

map rϑ : G Ñ F3 given by rϑpgq :“ ´e14prρpgqq provides a cochain such that

δrϑ “ α ` χ2 Y χ1.

In particular, we get that the class of α inH2 equals χ1Yχ2, i.e., κ3pχb3
1 q “ χ1Yχ2.

Remark 6.15. By [20, page 254], the group G of Theorem 6.12 for d “ 4 is realisable
as the maximal pro-3 Galois group GF p3q of the field F “ Q3pζ3q where ζ3 is a root
of unity of order 3. According to [7] and [20] (see also [45, Remark 3.3]), this is the
only Demushkin group of rank 4 which is known to be realisable as the maximal
pro-p Galois group GF ppq of a field.

Remark 6.16. As pointed out in Remark 6.2, the pro-3-group with generators x1 and
x2 and relation x31rx1, x2s “ 1 is isomorphic to the semi-direct product Z3 ¸θ Z3

where θ : Z3 Ñ 1 ` 3Z3 is the cyclotomic character. Theorem 6.12 shows that
Z3 ¸θ Z3 is not A3-formal even though Z3 is intrinsically A8-formal.

7. Proof of Theorem 6.6

In this section we prove Theorem 6.6. For d “ 2, the assertion is proven in
Theorem 6.1. We therefore assume from now on d ě 4. We will first determine
a basis of K3

3 pH‚q. We then compute the values of the map κ3 induced by the
map Ψ3 of Proposition 6.10. In fact, we will show that κ3 vanishes on most basis
elements, while κ3 is non-trivial on a certain subset of the basis. However, we then
show that κ3 is a Hochschild-coboundary. Using our previous results, we can then
deduce Theorem 6.6.
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7.1. A basis for K3
3 pH‚q. We continue to use the notation of Section 6, in particu-

lar, the notation introduced in Section 6.2 leading to Proposition 6.10. In addition,
we will use the following abbreviated notation.

Notation 7.1. We will often write χi,j,k for χi b χj b χk P H1 b H1 b H1 when
it makes formulas easier to read or easier to fit into the text.

We can now determine a basis of K3
3 pH‚q.

Lemma 7.2. The vector space K3
3 pH‚q “ pH1 bRq X pR bH1q is given by

K3
3 pH‚q “ spanFp

pS Y D Y rD Y Tq

where SYDY rDYT is a basis, and the sets S (single terms), D, rD (double sums),
and T (triple sums) are

S “

#

χi b χj b χk with

#

i, k ‰ j ` 1 if j is odd

i, k ‰ j ´ 1 if j is even;

+

,

D “ tχk b pχ2i´1 b χ2i ` χ2i b χ2i´1q,

pχ2i´1 b χ2i ` χ2i b χ2i´1q b χk for 1 ď i ď d{2, k ‰ 2i´ 1, 2i,

χk b pχ1 b χ2 ` χ2i b χ2i´1q,

pχ1 b χ2 ` χ2i b χ2i´1q b χk for 2 ď i ď d{2, k ‰ 1, 2, 2i´ 1, 2iu

rD “ tχ1 b pχ1 b χ2 ` χ2i b χ2i´1q, χ2i b pχ1 b χ2 ` χ2i b χ2i´1q,

χ2 b pχ2 b χ1 ` χ2i´1 b χ2iq, χ2i´1 b pχ2 b χ1 ` χ2i´1 b χ2iq,

pχ2 b χ1 ` χ2i´1 b χ2iq b χ1, pχ2 b χ1 ` χ2i´1 b χ2iq b χ2i,

pχ1 b χ2 ` χ2i b χ2i´1q b χ2, pχ1 b χ2 ` χ2i b χ2i´1q b χ2i´1, for 2 ď i ď d{2u.

T “ tχ2i b χ2i´1 b χ2i´1 ` χ2i´1 b χ2i b χ2i´1 ` χ2i´1 b χ2i´1 b χ2i,

χ2i´1 b χ2i b χ2i ` χ2i b χ2i´1 b χ2i ` χ2i b χ2i b χ2i´1 for 1 ď i ď d{2u,

Proof. By Lemma 5.10, we know that dimFp
K3

3 pH‚q “ d3 ´ 2d. We have

#S “ pd´ 1qdpd´ 1q “ dpd´ 1q2,

#D “ 2pd{2qpd´ 2q ` 2pd{2 ´ 1qpd´ 4q “ 2pd´ 2q2,

#rD “ 8pd{2 ´ 1q “ 4d´ 8, and #T “ 2d{2 “ d.

Thus,

#S ` #D ` #rD ` #T “ dpd´ 1q2 ` 2pd´ 2q2 ` 4d´ 8 ` d

“ d3 ´ 2d.

Hence, to prove the assertion, it suffices to check that the union of sets SYDY rDYT
is linearly independent. To show the latter claim, we note that the vectors χi b

χj bχk for i, j, k P t1, . . . , du form a basis of H1 bH1 bH1. Since elements in S are

single vectors of the formχi bχj bχk and since spanpSq X spanpDY rDYTq “ t0u,

it suffices show that the set D Y rD Y T is linearly independent.
Now we assume that the zero vector in H1 b H1 b H1 is written as a linear

combination of elements of DY rDYT. Vectors of the form χ2i´1 bχ2i bχ2i´1 only
occur in sums in T. Thus, the coefficient of the term containing χ2i´1 bχ2i bχ2i´1
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is zero. For i “ 1, this implies that the coefficients of χ1bpχ1bχ2`χ2jbχ2j´1q and
pχ2bχ1`χ2j´1bχ2jqbχ1 must be zero. For i ě 2, this implies that the coefficients
of χ2i´1 bpχ2 bχ1 `χ2i´1 bχ2iq and pχ1 bχ2 `χ2i bχ2i´1qbχ2i´1 for 2 ď j ď d{2

in rD must be zero as well. Similarly, vectors of the form χ2i b χ2i´1 b χ2i only
occur in sums in T. Thus, the coefficient of the term containing χ2i bχ2i´1 bχ2i is
zero. For i “ 1, this implies that the coefficients of χ2 bpχ2 bχ1 `χ2j´1 bχ2jq and

pχ1bχ2`χ2jbχ2j´1qbχ2 for 2 ď j ď d{2 in rDmust be zero. For i ě 2, this implies
that the coefficients of χ2i bpχ1 bχ2 `χ2i bχ2i´1q and pχ2 bχ1 `χ2i´1 bχ2iqbχ2i

in rD must be zero as well. This shows that the coefficients of all vectors in rD and
T are zero. It remains to consider the coefficients of vectors in D. For k “ 1, 2 and
i ě 2, the vectors χkbpχ2i´1bχ2i`χ2ibχ2i´1q and pχ2i´1bχ2i`χ2ibχ2i´1qbχk

share a summand each with exactly one vector in rD. Similarly, for k “ 2j ´ 1, 2j
and j ‰ 1, i, the vectors χk bpχ1bχ2`χ2ibχ2i´1q and pχ1bχ2`χ2ibχ2i´1qbχk

share a summand each with exactly one vector in rD. However, since the coefficients

of vectors in rD are zero, the coefficients of the above vectors in D must be zero
as well. The remaining vectors in D consist of sums for which the summands only
occur in D, and each summand occurs in exactly one vector in D. This implies that
the coefficients of all vectors in D vanish. This proves that all coefficients must be
zero and hence the claim. □

Example 7.3. For d “ 2, the sets D and rD are empty, and we recover the basis
used in the proof of Theorem 6.1. For d “ 4, we have

D “ tχ1,2,3 ` χ2,1,3, χ1,2,4 ` χ2,1,4, χ3,1,2 ` χ3,2,1, χ4,1,2 ` χ4,2,1,

χ3,4,1 ` χ4,3,1, χ3,4,2 ` χ4,3,2, χ1,3,4 ` χ1,4,3, χ2,3,4 ` χ2,4,3u,

rD “ tχ1,1,2 ` χ1,4,3, χ4,1,2 ` χ4,4,3, χ1,2,2 ` χ4,3,2, χ1,2,3 ` χ4,3,3,

χ2,2,1 ` χ2,3,4, χ3,2,1 ` χ3,3,4, χ2,1,1 ` χ3,4,1, χ2,1,4 ` χ3,4,4u,

T “ tχ1,1,2 ` χ1,2,1 ` χ2,1,1, χ2,2,1 ` χ2,1,2 ` χ1,2,2,

χ3,3,4 ` χ3,4,3 ` χ4,3,3, χ4,4,3 ` χ4,3,4 ` χ3,4,4u.

7.2. Computation of κ3. We will now compute the values of κ3. To do so, we
will make frequent use of the following simple observation:

Lemma 7.4. For all choices of εi P t´1, 0, 1u, the qth power of the matrix Bε1,ε2,ε3

given by

Bε1,ε2,ε3 “

¨

˚

˚

˝

1 ε1 0 0
0 1 ε2 0
0 0 1 ε3
0 0 0 1

˛

‹

‹

‚

is the identity matrix in U4pFpq, i.e.,

Bq
ε1,ε2,ε3 “ I4 in U4pFpq

Proof. This follows from a direct computation for each case where we use that
q “ pf with p odd and f ě 2 when p “ 3. □
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Lemma 7.5. Let κ3 : K
3
3 pH‚q Ñ H2 be the map defined in Proposition 6.10. The

map κ3 vanishes on all elements in the sets S, D and T. Moreover, κ3 vanishes

on the elements in the subset rDr Ă rD (r for right-multiplication) defined by

rDr “ tpχ2 b χ1 ` χ2i´1 b χ2iq b χ1, pχ2 b χ1 ` χ2i´1 b χ2iq b χ2i,

pχ1 b χ2 ` χ2i b χ2i´1q b χ2, pχ1 b χ2 ` χ2i b χ2i´1q b χ2i´1 for 2 ď i ď d{2u.

Proof. Let Ψ3 : K
3
3 pH‚q Ñ Z2 be the cocycle

Ψ3pχa, χb, χcq “ ´χa Y f2pχb b χcq ´ f2pχa b χbq Y χc

defined in (24) where, by slight abuse of notation, we allow pχa, χb, χcq to denote
a sum of tensors in K3

3 pH‚q. We prove the assertion by constructing cochains
ϑ P C1 such that δϑ “ Ψ3 for the elements in each of the given sets. To do so, we
consider each set separately and, in addition, group elements within the sets into
different classes. We construct ϑ for each class by constructing a suitable contin-
uous group homomorphism ρ : G Ñ U4pFpq which extends the continuous group

homomorphism ρ : G Ñ U4pFpq which corresponds to Ψ3 by Dwyer’s Theorem 5.6.
By Corollary 5.7 and Remark 5.9, this implies that Ψ3 on the given basis element
vanishes. To construct ρ, we use Lemma 6.5 often without explicitly stating that
the corresponding matrices satisfy the required relation whenever it is trivial to
check it.

We begin with elements in S.

‚ Elements of the form χi bχi bχi: We define a continuous group homomor-
phism ρSi : G Ñ U4pFpq by setting ρSi pxiq “ B1,1,1 and ρ

S
i pxjq “ I4 for j ‰ i.

We define the continuous map ϑSi : G Ñ Fp by g ÞÑ ϑSi pgq :“ ´e14pρSi pgqq.
By construction of Ψ3 and the map f2, we have

δϑSi “ Ψ3pχi b χi b χiq.

‚ Elements of the form χi bχi bχj with i ‰ j and i ‰ j ´ 1 if j is even: We
define a continuous group homomorphism ρSiij : G Ñ U4pFpq by setting

ρSiijpxiq “ B1,1,0, ρ
S
iijpxjq “ B0,0,1,

and ρSiijpxkq “ I4 for k ‰ i, j. We define the continuous map ϑSiij : G Ñ Fp

by g ÞÑ ϑSiijpgq :“ ´e14pρSiijpgqq. We then have

δϑSiij “ Ψ3pχi b χi b χjq.

‚ Elements of the form χi bχj bχj with i ‰ j and i ‰ j ´ 1 if j is even: We
define a continuous group homomorphism ρSijj : G Ñ U4pFpq by setting

ρSijjpxiq “ B1,0,0, ρ
S
ijjpxjq “ B0,1,1,

and ρSijjpxkq “ I4 for k ‰ i, j. We define a continuous map ϑSijj : G Ñ Fp

by g ÞÑ ϑSijjpgq :“ ´e14pρSijjpgqq. We then have

δϑSijj “ Ψ3pχi b χj b χjq.

‚ Elements of the form χi b χj b χk with i, k ‰ j, i ‰ j ´ 1 if j is even
and k ‰ j ` 1 if j is odd: We define a continuous group homomorphism
ρSijk : G Ñ U4pFpq by setting

ρSijkpxiq “ B1,0,0, ρ
S
ijkpxjq “ B0,1,0, ρ

S
ijkpxkq “ B0,0,1,
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and ρSijkpxlq “ I4 for l ‰ i, j, k. We define the continuous map ϑSijk : G Ñ Fp

by g ÞÑ ϑSijkpgq :“ ´e14pρSijkpgqq, and we have

δϑSijk “ Ψ3pχi b χj b χkq.

This finishes the proof for the set S. Next we consider elements in D. First, we
consider 1 ď i ď d{2 and k ‰ 2i´ 1, 2i.

‚ Elements of the form χk b pχ2i´1 b χ2i ` χ2i b χ2i´1q: We have

χk b pχ2i´1 ` χ2iq
b2

“ χk b pχ2i´1 b χ2i ` χ2i b χ2i´1q ` χk,2i´1,2i´1 ` χk,2i,2i.

Since we already know that κ3 vanishes on χk,2i´1,2i´1 and χk,2i,2i, and
κ3 is a linear map, it suffices to determine a cochain whose boundary is
Ψ3pχk bpχ2i´1 `χ2iq

b2q. By Lemma 6.5, we can define a continuous group
homomorphism ρDi,k,l : G Ñ U4pFpq by setting

ρDi,k,lpxkq “ B1,0,0, ρ
D
i,k,lpx2i´1q “ ρDi,k,lpx2iq “ B0,1,1,

and ρDi,k,lpxjq “ I4 for j ‰ 2i ´ 1, 2i, k. We define the continuous map

ϑDi,k,l : G Ñ Fp by g ÞÑ ´e14pρDi,k,lpgqq and we get

δϑDi,k,l “ Ψ3pχk b pχ2i´1 ` χ2iq
b2q.

‚ Elements of the form pχ2i´1 b χ2i ` χ2i b χ2i´1q b χk: We have

pχ2i´1 ` χ2iq
b2 b χk

“ pχ2i´1 b χ2i ` χ2i b χ2i´1q b χk ` χ2i´1,2i´1,k ` χ2i,2i,k.

We already know that κ3 vanishes on χ2i´1,2i´1,k and χ2i,2i,k, it suffices to
determine a cochain whose boundary is Ψ3ppχ2i´1 ` χ2iq

b2 b χkq. Since

rB1,1,0, B1,1,0s “ I4 and rB0,0,1, I4s “ I4 in U4pFpq,

we can define a continuous group homomorphism ρDi,k,r : G Ñ U4pFpq by
setting

ρDi,k,rpxkq “ B0,0,1, ρ
D
i,k,rpx2i´1q “ ρDi,k,rpx2iq “ B1,1,0,

and ρDi,k,rpxjq “ I4 for j ‰ 2i ´ 1, 2i, k. We define the continuous map

ϑDi,k,r : G Ñ Fp defined by g ÞÑ ´e14pρDi,k,rpgqq and we set

δϑDi,k,r “ Ψ3ppχ2i´1 ` χ2iq
b2 b χkq.

Second, we consider 2 ď i ď d{2 and k ‰ 1, 2, 2i´ 1, 2i.

‚ Elements of the form χk b pχ1 b χ2 ` χ2i b χ2i´1q: We have

χk b pχ1 b χ2iq b pχ2 b χ2i´1q

“ χk b pχ2i´1 b χ2i ` χ2i b χ2i´1q ` χk,1,2i´1 ` χk,2i,2.

We know that κ3 vanishes on χk,1,2i´1 and χk,2i,2. Hence, it suffices to
determine a cochain whose boundary is Ψ3pχk b pχ1 bχ2iq b pχ2 bχ2i´1qq.
Since

rB0,1,0, B0,0,1s ¨ rB0,0,1, B0,1,0s ¨ rB1,0,0, I4s “ I4 in U4pFpq,
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we can define a continuous group homomorphism ρD1,i,k,l : G Ñ U4pFpq by
setting

ρD1,i,k,lpxkq “ B1,0,0, ρ
D
1,i,k,lpx1q “ ρD1,i,k,lpx2iq “ B0,1,1,

ρD1,i,k,lpx2q “ ρD1,i,k,lpx2i´1q “ B0,0,1

and ρD1,i,k,lpxjq “ I4 for j ‰ 2i ´ 1, 2i, k. We let ϑD1,i,k,l : G Ñ Fp be the

continuous map defined by g ÞÑ ´e14pρD1,i,k,lpgqq and we get

δϑD1,i,k,l “ Ψ3pχk b pχ2i´1 ` χ2iq
b2q.

‚ Elements of the form pχ1 b χ2 ` χ2i b χ2i´1q b χk: We have

pχ1 b χ2iq b pχ2 b χ2i´1q b χk

“ pχ2i´1 b χ2i ` χ2i b χ2i´1q b χk ` χ1,2i´1,k ` χ2i,2,k.

We have defined cochains whose boundaries are Ψ3pχ1,2i´1,kq and Ψ3pχ2i,2,kq,
respectively. Hence, it suffices to determine a cochain whose boundary is
Ψ3ppχ1 b χ2iq b pχ2 b χ2i´1q b χkq. Since

rB1,0,0, B0,1,0s ¨ rB0,1,0, B1,0,0s ¨ rB0,0,1, I4s “ I4 in U4pFpq,

we can define a continuous group homomorphism ρD1,i,k,r : G Ñ U4pFpq by
setting

ρD1,i,k,rpxkq “ B001, ρ
D
1,i,k,rpx1q “ ρD1,i,k,rpx2iq “ B1,1,0,

ρD1,i,k,rpx2q “ ρD1,i,k,rpx2i´1q “ B0,1,0

and ρD1,i,k,rpxjq “ I4 for j ‰ 1, 2, 2i ´ 1, 2i, k. We let ϑD1,i,k,r : G Ñ Fp be

the continuous map defined by g ÞÑ ´e14pρD1,i,k,rpgqq and we get

δϑD1,i,k,r “ Ψ3ppχ1 b χ2iq b pχ2 b χ2i´1q b χkq.

This proves the assertion for the set D. Next, we consider elements in T: We
have

pχ2i´1 ` χ2iq
b3 “ χb3

2i´1 ` χb3
2i

` pχ2i b χ2i´1 b χ2i´1 ` χ2i´1 b χ2i b χ2i´1 ` χ2i´1 b χ2i´1 b χ2iq

` pχ2i´1 b χ2i b χ2i ` χ2i b χ2i´1 b χ2i ` χ2i b χ2i b χ2i´1q,

and

pχ2i´1 ´ χ2iq
b3 “ χb3

2i´1 ´ χb3
2i

´ pχ2i b χ2i´1 b χ2i´1 ` χ2i´1 b χ2i b χ2i´1 ` χ2i´1 b χ2i´1 b χ2iq

` pχ2i´1 b χ2i b χ2i ` χ2i b χ2i´1 b χ2i ` χ2i b χ2i b χ2i´1q.

Since we know that κ3 vanishes on χb3
2i´1 and χb3

2i and since p is odd, it thus suffices

to determine cochains whose boundaries are Ψ3ppχ2i´1 ` χ2iq
b3q and Ψ3ppχ2i´1 ´

χ2iq
b3q, respectively.

‚ First, we define a continuous group homomorphism ρTi,` : G Ñ U4pFpq by
setting

ρTi,`px2i´1q “ ρTi,`px2iq “ B1,1,1,
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and ρTi,`pxjq “ I4 for j ‰ 2i ´ 1, 2i. We define the continuous map

ϑTi,` : G Ñ Fp by g ÞÑ ´e14pρTi,`pgqq and we get

δϑTi,` “ Ψ3ppχ2i´1 ` χ2iq
b3q.

‚ Second, since Bq
1,1,1 “ I4 and rB1,1,1, B´1,´1,´1s “ I4, we can define a

continuous group homomorphism ρTi,´ : G Ñ U4pFpq by setting

ρTi,´px2i´1q “ B1,1,1, ρ
T
i,´px2iq “ B´1,´1,´1,

and ρTi,´pxjq “ I4 for j ‰ 2i ´ 1, 2i. We define the continuous map

ϑTi,´ : G Ñ Fp by g ÞÑ ´e14pρTi,´pgqq and we get

δϑTi,´ “ Ψ3ppχ2i´1 ´ χ2iq
b3q.

This proves the assertion for the set T. It remains to consider the elements in rDr.
We let 2 ď i ď d{2. First we consider elements of the form pχ2bχ1`χ2i´1bχ2iqbχ1

and pχ2 b χ1 ` χ2i´1 b χ2iq b χ2i. Note that we have

pχ2 ` χ2i´1q b pχ1 ` χ2iq b pχ1 ` χ2iq

“ pχ2,1,1 ` χ2i´1,2i,1q ` pχ2,1,2i ` χ2i´1,2i,2iq

` χ2,2i,1 ` χ2,2i,2i ` χ2i´1,1,2i ` χ2i´1,1,1

and

pχ2 ´ χ2i´1q b p´χ1 ` χ2iq b pχ1 ´ χ2iq

“ ´ pχ2,1,1 ` χ2i´1,2i,1q ` pχ2,1,2i ` χ2i´1,2i,2iq

` χ2,2i,1 ´ χ2,2i,2i ´ χ2i´1,1,2i ` χ2i´1,1,1.

We have defined cochains whose boundaries are Ψ3 evaluated on each summand not
in parentheses in the above sums. Thus, in order to find cochains whose boundaries
are Ψ3pχ2,1,1 ` χ2i´1,2i,1q and Ψ3pχ2,1,2i ` χ2i´1,2i,2iq, respectively, it suffices to
determine cochains whose boundaries are, respectively,

Ψ3ppχ2 ` χ2i´1q b pχ1 ` χ2iq b pχ1 ` χ2iqq

and

Ψ3ppχ2 ´ χ2i´1q b p´χ1 ` χ2iq b pχ1 ´ χ2iqq.

‚ Since we have

rB0,1,1, B1,0,0s ¨ rB1,0,0, B0,1,1s “ I4 in U4pFpq,

we can define a continuous group homomorphism ρ
rDr

1,2i,` : G Ñ U4pFpq by
setting

ρ
rDr

1,2i,`px1q “ ρ
rDr

1,2i,`px2iq “ B0,1,1, ρ
rDr

1,2i,`px2q “ ρ
rDr

1,2i,`px2i´1q “ B1,0,0,

and ρ
rDr

1,2i,`pxjq “ I4 for j ‰ 1, 2, 2i ´ 1, 2i. We let ϑ
rDr

1,2i,` : G Ñ Fp be the

continuous map defined by g ÞÑ ´e14pρ
rDr

1,2i,`pgqq and we get

δϑ
rDr

1,2i,` “ Ψ3ppχ2 ` χ2i´1q b pχ1 ` χ2iq b pχ1 ` χ2iqq.
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‚ Next we observe that

rB0,´1,1, B1,0,0s ¨ rB´1,0,0, B0,1,´1s “ I4 in U4pFpq.

Thus, we can define a continuous group homomorphism ρ
rDr

1,2i,´ : G Ñ U4pFpq

by setting

ρ
rDr

1,2i,´px1q “ B0,´1,1, ρ
rDr

1,2i,´px2q “ B1,0,0,

and ρ
rDr

1,2i,´px2i´1q “ B´1,0,0, ρ
rDr

1,2i,´px2iq “ B0,1,´1,

and ρ
rD
i,r,´pxjq “ I4 for j ‰ 1, 2, 2i ´ 1, 2i. We let ϑ

rDr

1,2i,´ : G Ñ Fp be the

continuous map defined by g ÞÑ ´e14pρ
rDr

1,2i,´pgqq and get

δϑ
rDr

1,2i,´ “ Ψ3ppχ2 ´ χ2i´1q b p´χ1 ` χ2iq b pχ1 ´ χ2iqq.

Next, we consider elements of the form pχ1 b χ2 ` χ2i b χ2i´1q b χk for k “ 2
and k “ 2i´ 1. We have

pχ1 ` χ2iq b pχ2 ` χ2i´1q b pχ2 ` χ2i´1q

“ pχ1,2,2 ` χ2i,2i´1,2q ` pχ1,2,2i´1 ` χ2i,2i´1,2i´1q

` χ1,2,2i´1 ` χ1,2i´1,2i´1 ` χ2i,2,2 ` χ2i,2,2i´1

and

pχ1 ´ χ2iq b pχ2 ´ χ2i´1q b p´χ2 ` χ2i´1q

“ ´ pχ1,2,2 ` χ2i,2i´1,2q ` pχ1,2,2i´1 ` χ2i,2i´1,2i´1q

` χ1,2,2i´1 ´ χ1,2i´1,2i´1 ` χ2i,2,2 ´ χ2i,2,2i´1.

Since we have already shown that κ3 vanishes on all terms in the above sums except
from pχ1,2,2 ` χ2i,2i´1,2q and pχ1,2,2i´1 ` χ2i,2i´1,2i´1q, it remains to show that κ3
vanishes on the two tensor products

pχ1 ` χ2iq b pχ2 ` χ2i´1q b pχ2 ` χ2i´1q

and pχ1 ´ χ2iq b pχ2 ´ χ2i´1q b p´χ2 ` χ2i´1q.

‚ Since

rB1,0,0, B0,1,1s ¨ rB0,1,1, B1,0,0s “ I4 in U4pFpq,

we can define a continuous group homomorphism ρ
rDr

2,2i´1,` : G Ñ U4pFpq

by setting

ρ
rDr

2,2i´1,`px1q “ ρ
rDr

2,2i´1,`px2iq “ B1,0,0,

ρ
rDr

2,2i´1,`px2q “ ρ
rDr

2,2i´1,`px2i´1q “ B0,1,1,

and ρ
rDr

2,2i´1,`pxjq “ I4 for j ‰ 1, 2, 2i´ 1, 2i. We let ϑ
rDr

2,2i´1i,` : G Ñ Fp be

the continuous map defined by g ÞÑ ´e14pρ
rDr

2,2i´1,`pgqq and we get

δϑ
rDr

2,2i´1,` “ Ψ3ppχ1 ` χ2iq b pχ2 ` χ2i´1q b pχ2 ` χ2i´1qq.

‚ We observe that

rB1,0,0, B0,1,´1s ¨ rB0,´1,1, B´1,0,0s “ I4 in U4pFpq.
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Thus, we can define a continuous group homomorphism ρ
rDr

2,2i´1,´ : G Ñ

U4pFpq by setting

ρ
rDr

2,2i´1,´px1q “ B1,0,0, ρ
rDr

2,2i´1,´px2q “ B0,1,´1,

and ρ
rDr

2,2i´1,´px2i´1q “ B0,´1,1, ρ
rDr

2,2i´1,´px2iq “ B´1,0,0,

and ρ
rDr

2,2i´1,´pxjq “ I4 for j ‰ 1, 2, 2i ´ 1, 2i. We let ϑ
rDr

2,2i´1,´ : G Ñ Fp be

the continuous map defined by g ÞÑ ´e14pρ
rDr

2,2i´1,´pgqq and get

δϑ
rDr

2,2i´1,´ “ Ψ3ppχ1 ´ χ2iq b pχ2 ´ χ2i´1q b p´χ2 ` χ2i´1qq.

This proves the assertion for the set rDr and finishes the proof. □

Next we show that κ3 is not trivial for d ě 4. However, we also show how all
the nonzero values of κ3 are related.

Lemma 7.6. The map κ3 does not vanish on the basis elements in the subset
rDl Ă rD (l for left-multiplication) defined by

rDl “ tχ1 b pχ1 b χ2 ` χ2i b χ2i´1q, χ2i b pχ1 b χ2 ` χ2i b χ2i´1q,

χ2 b pχ2 b χ1 ` χ2i´1 b χ2iq, χ2i´1 b pχ2 b χ1 ` χ2i´1 b χ2iq for 2 ď i ď d{2u.

We have the relations

κ3pχ1 b pχ1 b χ2 ` χ2i b χ2i´1qq ` κ3pχ2i b pχ1 b χ2 ` χ2i b χ2i´1qq “ 0,

κ3pχ2 b pχ2 b χ1 ` χ2i´1 b χ2iqq ` κ3pχ2i´1 b pχ2 b χ1 ` χ2i´1 b χ2iqq “ 0,

and κ3pχ1 b pχ1 b χ2 ` χ2i b χ2i´1qq ` κ3pχ2 b pχ2 b χ1 ` χ2i´1 b χ2iqq “ 0

for all 2 ď i ď d{2, and

κ3pχ1 b pχ1 b χ2 ` χ2i b χ2i´1qq “ κ3pχ1 b pχ1 b χ2 ` χ2j b χ2j´1qq(25)

for 2 ď i, j ď d{2.

Proof. First we show that κ3 is non-trivial. We compute that

rB1,´1,0, B0,0,1s ¨ rB0,0,´1, B´1,1,0s “

¨

˚

˚

˝

1 0 0 2
0 1 0 0
0 0 1 0
0 0 0 1

˛

‹

‹

‚

in U4pFpq.

Thus, the assignment

ρpx1q “ B1,´1,0, ρpx2q “ B0,0,1, ρpx2i´1q “ B0,0,´1, ρpx2iq “ B´1,1,0,

and ρpxjq “ I4 for j ‰ 1, 2, 2i´ 1, 2i defines a continuous group homomorphism

ρ : G Ñ U4pFpq “ U4pFpq{Z

which does not lift to a continuous group homomorphism ρ : G Ñ U4pFpq since p
is odd. This shows that Ψ3ppχ1 ´ χ2iq b p´χ1 ` χ2iq b pχ2 ´ χ2i´1qq is not the
boundary of a cochain in C1 by Corollary 5.7. This shows

κ3ppχ1 ´ χ2iq b p´χ1 ` χ2iq b pχ2 ´ χ2i´1qq ‰ 0,
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i.e., κ3 is a non-trivial map. We note that

pχ1 ´ χ2iq b p´χ1 ` χ2iq b pχ2 ´ χ2i´1q

“ ´ pχ1,1,2 ` χ1,2i,2i´1q ` pχ2i,1,2 ` χ2i,2i,2i´1q

` χ1,1,2i´1 ` χ1,2i,2 ´ χ2i,1,2i´1 ´ χ2i,2i,2.

Since we have shown that κ3 vanishes on χ1,1,2i´1, χ1,2i,2, χ2i,1,2i´1, and χ2i,2i,2,
we get that κ3 is non-trivial on pχ1,1,2 `χ1,2i,2i´1q ´ pχ2i,1,2 `χ2i,2i,2i´1q. To prove
the first claim, it now suffices to show the asserted relations.

First we show relation (25). If d ď 4 or i “ j, the assertion is trivial. So we
assume d ě 6 and 2 ď i ă j ď d{2. Since κ3 is multilinear, it suffices to show

κ3pχ1 b χ2i b χ2i´1 ´ χ1 b χ2j b χ2j´1qq “ 0.

Moreover, since χ1 b pχ2j´1 b χ2j ` χ2j b χ2j´1q P D, it suffices by Lemma 7.5 to
show

κ3pχ1 b χ2i b χ2i´1 ` χ1 b χ2j´1 b χ2jq “ 0.

Note that

χ1 b pχ2i ` χ2j´1q b pχ2i´1 ` χ2jq

“χ1 b χ2i b χ2i´1 ` χ1 b χ2j´1 b χ2j ` χ1 b χ2i b χ2j ` χ1 b χ2j´1 b χ2i´1.

Since 2 ď i ă j, both χ1 b χ2i b χ2j and χ1 b χ2j´1 b χ2i´1 are in S. It therefore
suffices to show that Ψ3pχ1 b pχ2i `χ2j´1q b pχ2i´1 `χ2jqq is a coboundary. Since

rB1,0,0, I4s ¨ rB0,0,1, B0,1,0s ¨ rB0,1,0, B0,0,1s “ I4,

we can define a continuous group homomorphism ρ
rDl

i,j : G Ñ U4pFpq by setting

ρ
rDl

i,j px1q “ B1,0,0, ρ
rDl

i,j px2q “ I4,

ρ
rDl

i,j px2i´1q “ B0,0,1, ρ
rDl

i,j px2iq “ B0,1,0,

and ρ
rDl

i,j px2j´1q “ B0,1,0, ρ
rDl

i,j px2jq “ B0,0,1,

and ρ
rDl

i,j pxkq “ I4 for all k ‰ 1, 2, 2i ´ 1, 2i, 2j ´ 1, 2j. We define the continuous

map ϑ
rDl

i,j : G Ñ Fp by g ÞÑ ´e14pρ
rDl

i,j pgqq, and we get

δϑ
rDl

i,j “ Ψ3pχ1 b pχ2i ` χ2j´1q b pχ2i´1 ` χ2jqq.

This proves relation (25).
Now we prove the other relations.

‚ We begin with elements of the form χ1 b pχ1 b χ2 ` χ2i b χ2i´1q and
χ2i b pχ1 b χ2 ` χ2i b χ2i´1q. We have

pχ1 ` χ2iq b pχ1 ` χ2iq b pχ2 ` χ2i´1q

“pχ1,1,2 ` χ1,2i,2i´1q ` pχ2i,1,2 ` χ2i,2i,2i´1q

` χ1,1,2i´1 ` χ1,2i,2 ` χ2i,1,2i´1 ` χ2i,2i,2.

We have already shown that Ψ3 applied to the last four summands is a
coboundary. Thus, it suffices to show that Ψ3pχ1 ` χ2iq

b2 b pχ2 ` χ2i´1q

is a coboundary. Since

rB1,1,0, B0,0,1s ¨ rB0,0,1, B1,1,0s “ I4 in U4pFpq,
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we can define a continuous group homomorphism ρ
rDl

1,2i : G Ñ U4pFpq by
setting

ρ
rDl

1,2ipx1q “ B1,1,0, ρ
rDl

1,2ipx2q “ B0,1,1,

and ρ
rDl

1,2ipx2i´1q “ B0,1,1, ρ
rDl

1,2ipx2iq “ B1,1,0,

and ρ
rDl

1,2ipxjq “ I4 for j ‰ 1, 2, 2i ´ 1, 2i. We define the continuous map

ϑ
rDl

1,2i : G Ñ Fp by g ÞÑ ´e14pρ
rDl

1,2ipgqq, and we get

δϑ
rDl

1,2i “ Ψ3ppχ1 ` χ2iq b pχ1 ` χ2iq b pχ2 ` χ2i´1qq.

‚ Next, we consider elements of the form χ2 b pχ2 bχ1 `χ2i´1 bχ2iq and of
the form χ2i´1 b pχ2 b χ1 ` χ2i´1 b χ2iq. We have

pχ2 ` χ2i´1q b pχ2 ` χ2i´1q b pχ1 ` χ2iq

“pχ2,2,1 ` χ2,2i´1,2iq ` pχ2i´1,2,1 ` χ2i´1,2i´1,2iq

` χ2,2,2i ` χ2,2i´1,1 ` χ2i´1,2,2i ` χ2i´1,2i´1,1.

We have already shown that Ψ3 applied to the last four summands is a
coboundary. Thus, it suffices to show that Ψ3pχ2 ` χ2i´1qb2 b pχ1 ` χ2iq

is a coboundary as well. Since

rB0,0,1, B1,1,0s ¨ rB1,1,0, B0,0,1s “ I4 in U4pFpq,

we can define a continuous group homomorphism ρ
rDl

2,2i´1 : G Ñ U4pFpq by
setting

ρ
rDl

2,2i´1px1q “ B0,0,1, ρ
rDl

2,2i´1px2q “ B1,1,0,

and ρ
rDl

2,2i´1px2i´1q “ B1,1,0, ρ
rDl

2,2i´1px2iq “ B0,0,1,

and ρ
rDl

2,2i´1pxjq “ I4 for j ‰ 1, 2, 2i ´ 1, 2i. We define the continuous map

ϑ
rDl

2,2i´1 : G Ñ Fp by g ÞÑ ´e14pρ
rDl

2,2i´1pgqq, and we get

δϑ
rDl

2,2i´1 “ Ψ3ppχ2 ` χ2i´1q b pχ2 ` χ2i´1q b pχ1 ` χ2iqq.

‚ Finally, we consider χ1bpχ1bχ2`χ2ibχ2i´1q`χ2bpχ2bχ1`χ2i´1bχ2iq.
We note that we have already shown that κ3 vanishes on

pχ1,1,2 ` χ1,4,3q ` pχ2,1,1 ` χ1,2,1 ` χ1,2i´1,2iq

“ pχ1,1,2 ` χ1,2,1 ` χ2,1,1q ` pχ1,2i´1,2i ` χ1,2i,2i´1q,

as the latter is a sum of an element in T and an element in D. Thus, if we
can show that

κ3ppχ2,2,1 ` χ2,2i´1,2iq ´ pχ2,1,1 ` χ1,2,1 ` χ1,2i´1,2iqq “ 0,

then

κ3ppχ1,1,2 ` χ1,2i,2i´1q ` pχ2,2,1 ` χ2,2i´1,2iqq “ 0.
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We have

pχ1 ´ χ2q b pχ1 ´ χ2 ` χ2i´1q b pχ1 ´ χ2iq

“ pχ2,2,1 ` χ2,2i´1,2iq ´ pχ2,1,1 ` χ1,2,1 ` χ1,2i´1,2iq

` pχ1,2,2i ` χ2,1,2iq ` χ1,1,1 ´ χ1,1,2i

` χ1,3,1 ´ χ2,2,2i ´ χ2,2i´1,2i.

We have already shown that Ψ3 on χ1,2,2i ` χ2,1,2i which is an element
in D is a coboundary, and that Ψ3 on the last four summands, which are
elements in S, is a coboundary. Thus, it suffices to show that Ψ3pχ1 ´χ2qb

pχ1 ´ χ2 ` χ2i´1q b pχ1 ´ χ2iq is coboundary. Since

rB1,1,1, B´1,´1,0s ¨ rB0,1,0, B0,0,´1s “ I4 in U4pFpq,

we can define a continuous group homomorphism ρ
rDl

1,2,i : G Ñ U4pFpq by
setting

ρ
rDl

1,2,ipx1q “ B1,1,1, ρ
rDl

1,2,ipx2q “ B´1,´1,0,

and ρ
rDl

1,2,ipx2i´1q “ B0,1,0, ρ
rDl

1,2,ipx2iq “ B0,0,´1.

and ρ
rDl

1,2,ipxjq “ I4 for j ‰ 1, 2, 2i ´ 1, 2i. We define the continuous map

ϑ
rDl

1,2,i : G Ñ Fp by g ÞÑ ´e14pρ
rDl

1,2,ipgqq, and we get

δϑ
rDl

1,2,i “ Ψ3ppχ1 ´ χ2q b pχ1 ´ χ2 ` χ2i´1q b pχ1 ´ χ2iqq.

This proves the final relation and finishes the proof of the lemma. □

7.3. The canonical class is trivial. While κ3 is non-trivial as a map for d ě 4,
its class in HH3,´1

pH‚q vanishes as the following lemma shows:

Lemma 7.7. The map κ3 is a coboundary in pHomFp
pK‚

‚ pH‚q, H‚r´1sq, Bq.

Proof. We need to show that we can find an Fp-linear map σ : R Ñ H1 such
that Bσ “ κ3. By Lemma 7.6 and since κ3 is Fp-linear, we may assume that
κ3pχ1,1,2 ` χ1,2i,2i´1q “ χ1 Y χ2 in H2 for all 2 ď i ď d{2. To keep the notation
simple, we first consider i “ 2 and d “ 4, and will then explain how to get the

remaining coefficients when d ě 6. Let ck,nj P Fp denote the coefficients of χj such
that

σpχk b χnq “

4
ÿ

j“1

ck,nj χj

in H1. Let c1,2`4,3
j P Fp denote the coefficients of χj such that

σpχ1 b χ2 ` χ4 b χ3q “

4
ÿ

j“1

c1,2`4,3
j χj

in H1, and we use similar notation for c2,1`3,4
j , c1,2`2,1

j and c3,4`4,3
j . The value of

Bσ on, for example, χ1 b χ1 b χ2 ` χ1 b χ4 b χ3 P rD is then given by

Bσpχ1 b χ1 b χ2 ` χ1 b χ4 b χ3q “ ´c1,2`4,3
2 pχ1 Y χ2q ´ c1,11 pχ1 Y χ2q ´ c1,44 pχ4 Y χ3q

“ p´c1,2`4,3
2 ´ c1,11 ` c1,44 qpχ1 Y χ2q,
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where we use the relations inH2. By computing the effect of Bσ on all basis elements
of K3

3 pH‚q, we then get that Bσ “ κ3 is satisfied if and only if the coefficients of σ
satisfy the following system of linear equations:

´c1,2`4,3
1 ´ c2,22 ` c3,23 “ 0 c2,1`3,4

1 ` c2,22 ´ c2,33 “ 1 ´c1,2`2,1
3 ` c2,42 ´ c1,41 “ 0

´c1,2`4,3
2 ´ c1,11 ` c1,44 “ 1 c2,1`3,4

2 ` c1,11 ´ c4,14 “ 0 ´c1,2`2,1
4 ` c2,32 ´ c1,31 “ 0

´c1,2`4,3
3 ` c4,11 ´ c4,44 “ 1 ´c2,1`3,4

3 ` c1,41 ´ c4,44 “ 0 ´c34`43
1 ` c4,24 ´ c3,23 “ 0

c1,2`4,3
3 ´ c2,32 ` c3,33 “ 0 c2,1`3,4

4 ´ c3,22 ` c3,33 “ 1 ´c34`43
2 ` c4,14 ´ c3,13 “ 0

c1,31 ` c3,22 “ 0 c3,13 ` c1,44 “ 0

c1,31 ` c2,32 “ 0 c1,33 ` c4,14 “ 0

c1,41 ` c4,22 “ 0 c2,33 ` c4,24 “ 0

c4,11 ` c2,42 “ 0 c3,23 ` c2,44 “ 0

and the equation c1,2`4,3
j ` c2,1`3,4

j ´ pc1,2`2,1
j ` c3,4`4,3

j q “ 0 for each j “ 1, 2, 3, 4.
A solution of the above linear system is given by

c1,2`4,3
1 “ 1 c2,1`3,4

1 “ 1 c1,2`2,1
1 “ 1 c3,4`4,3

1 “ 1

c1,2`4,3
2 “ 1 c2,1`3,4

2 “ 1 c1,2`2,1
2 “ 1 c3,4`4,3

2 “ 1

c1,2`4,3
3 “ ´1 c2,1`3,4

3 “ ´1 c1,2`2,1
3 “ ´1 c3,4`4,3

3 “ ´1

c1,2`4,3
4 “ ´1 c2,1`3,4

4 “ ´1 c1,2`2,1
4 “ ´1 c3,4`4,3

4 “ ´1

c1,31 “ 1 c2,32 “ 0 c1,33 “ 0 c1,44 “ 1

c1,41 “ 0 c3,22 “ ´1 c3,13 “ ´1 c4,14 “ 0

c3,11 “ 0 c2,42 “ ´1 c2,33 “ ´1 c2,44 “ 0

c4,11 “ 1 c4,22 “ 0 c3,23 “ 0 c4,24 “ 1

c1,11 “ ´1 c2,22 “ ´1 c3,33 “ 1 c4,44 “ 1

and we set the other coefficients to be zero. When d ě 6, for each i ě 2, we
get a similar system of equations with coefficients for terms only involving indices
1, 2, 2i ´ 1, 2i. The linear systems for two different values of i are independent of
each other except for coefficients which are independent of i, i.e., whose indices
only involve 1 and 2. However, by relation (25) together with the other identities
of Lemma 7.6, after replacing 3 by 2i´ 1 and 4 by 2i in each occurrence, the same
values of the coefficients solve the corresponding systems of equations. In particular,
the values of coefficients only involving indices 1 and 2 remain the same for each
system corresponding to i, i..e., for each system, our solution satisfies c1,11 “ ´1,

c2,22 “ ´1, c1,2`2,1
1 “ 1, and c1,2`2,1

2 “ 1. This provides the desired linear map
σ : R Ñ H1 such that Bσ “ κ3. □

By Proposition 6.10 and Lemma 7.7, this shows that the canonical class of G in
HH3,´1

pH‚q vanishes. By Theorem 3.9 and Proposition 4.12, this proves that G is
A3-formal. This concludes the proof of Theorem 6.6. □
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[12] P.Guillot, J.Mináč and A.Topaz, Four-fold Massey products in Galois cohomology, Compos.

Math. 154 (2018), no. 9, 1921–1959, with an appendix by O.Wittenberg.

[13] Y.Harpaz and O.Wittenberg, The Massey vanishing conjecture for number fields, Duke
Math. J. 172 (2023), no. 1, 1–41.

[14] M.Hopkins and K.Wickelgren, Splitting varieties for triple Massey products, J. Pure Appl.

Algebra 219 (2015), 1304–1319.
[15] D.C. Isaksen, When is a fourfold Massey product defined?, Proc. Amer. Math. Soc. 143

(2015), no. 5, 2235–2239.

[16] T.V.Kadeishvili, The algebraic structure in the homology of an A8-algebra (Russian. English
summary) Soobshch. Akad. Nauk Gruzin. SSR 108 (1982), no. 2, 249–252 (1983).

[17] T.V.Kadeishvili, The structure of the A8-algebra, and the Hochschild and Harrison coho-

mologies (Russian), Trudy Tbiliss. Mat. Inst. Razmadze Akad. Nauk Gruzin. SSR 91 (1988),
19–27 (an English version is available at arXiv:math/0210331).

[18] T.V.Kadeishvili, A8-algebra Structure in Cohomology and its Applications, Lecture notes
2023, available at https://doi.org/10.48550/arXiv.2307.10300.

[19] B.Keller, Introduction to A-infinity algebras and modules, Homology Homotopy Appl. 3

(2001), 1–35.
[20] J.Koenigsmann, Pro-p Galois groups of rank ď 4, Manuscripta Math. 95 (1998), no. 2,

251–271.

[21] J. P. Labute, Classification of Demushkin groups, Canadian J. Math. 19 (1967), 106–132.
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